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Difference equations appear as a natural way of evolution phenomena because most measure-
ments of time evolving variables are discrete and these equations are important in mathematical
models. More importantly, difference equations also appear in the study of discretization methods
for differential equations.

The logistic difference equation was popularized in a seminal 1976 paper by the biologist Robert
May [2], as a discrete-time demographic model analogous to the logistic equation first created by
Pierre Franois Verhulst [1]. The discrete version of the logistic model is written as

xn+1 = axn(1− xn), n = 0, 1, .... (1)

We mention that if a < 1, the model describes extinction of population.
In this talk we consider the fuzzy difference equations

xn+1 = βxn(1− xn), (2)

and

xn+1 = βxn 	 βxn2, n = 0, 1, ..., (3)

where xn is a sequence of positive fuzzy numbers, β and initial value x0 are positive fuzzy numbers
and 	 denotes the Hukuhara difference (H-difference) of two fuzzy numbers.

Proposition 1. Consider Eq. (2) where xn is a sequence of positive fuzzy numbers and x0, β ∈ R+
F .

If x0,α, βα < 1, ∀α ∈ (0, 1], then for every positive fuzzy number x0, there exists a unique positive
solution xn of (2) with initial condition x0.

Proposition 2. Consider Eq. (3) where xn is a sequence of positive fuzzy numbers and β, x0 ∈ R+
F

such that βα < 1, x0,α ≤
1

2
, ∀α ∈ (0, 1]. Then for every positive fuzzy number x0, there exists a

unique positive solution xn of (3).
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The original idea of control theoretic splines (see, e.g., [2], [3]) is to use a controlled differential
equation to push a curve nearby a set of desired points

{(ti, zi) : i = 1, 2, . . . , n}, where a ≤ t1 < t2 < . . . < tn ≤ b.

In this report we deal with the linear system

x′ = Mx+ βu, y = γ>x, (1)

where x is a vector-valued absolutely continuous function defined on [a, b], M is a given matrix
and β, γ are given vectors of compatible dimensions. We consider system (1) as the curve z = y(t)
generator. The goal is to find a control law u ∈ L2[a, b] that minimizes the quadratic cost function

b∫
a

u2(t)dt+ ρ

n∑
i=1

(y(ti)− zi)2 −→ min (2)

with a positive weight ρ. In some applications problem (1)-(2) is supplemented with additional
constraints on its solutions.

Let us note that in the scalar case (with real-valued x) a solution of minimization problem (2)
under x′′ = u, y = x, can be obtained using the corresponding cubic smoothing spline s by u = s′′.

The aim of this report is to show how the technique of generalized smoothing splines [1] can be
adapted for construction of control theoretic splines. This study is closely related to our previous
work [1] and shows possible applications of smoothing splines with additional restrictions in the
control theory.
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Scanning electrochemical microscopy (SECM) is an advanced electrochemical method, which is
based on scanning of the enzyme-modified surface by an ultramicroelectrode. Due to high complexity
of such systems and small scale, various mathematical models are developed of processes that are
influencing the signal of SECM [1].

We analysed redox-competition mode where oxygen is consumed both by the electrode and by
reactions on the surface [2]. We developed the 2-dimensional time-dependable model in cylindrical
coordinates representing diffusion and reactions between eight most important reagents. The system
of 8 diffusion and reaction equations was presented. The boundary conditions for diffusion equations
on the enzyme-modified surface were formulated in accordance with chemical reactions.

The described system of equations was solved numerically using alternating-direction finite differ-
ence and iterative methods. Non-uniform grid was chosen because of very small size of the electrode
compared to entire domain and to decrease the computational error near the corners of the elec-
trode. Numerical simulation results were compared with the experimental data. Model parameters
such as reaction rate constants were calculated by fitting numerical data to experimental. Very
good match between experimental and numerical results was achieved by setting oxygen diffusion
coefficient according to the density of the surrounding medium.

REFERENCES
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Traditional solution methods for time-dependent partial differential equations are based on time-
stepping methods, explicit or implicit. For reasons of numerical stability explicit methods require
use of very small time-steps. For implicit methods one must also choose a somewhat small time-step
to achieve a sufficiently small time discretization error. Furthermore, each step is costly to execute
as it requires the solution of a normally elliptic, even though scaled,equation on each time interval.
Clearly, the methods are sequential. Therefore they are costly and time-consuming. However, there
exit alternatives to time-stepping methods.

In many practically important problems, such as in optimal control problems, the control func-
tion is periodic, for instance an alternating current in electromagnetic problems. Then the problem
becomes time-harmonic and the solution can be approximated with a truncated Fourier series expan-
sion. Due to the orthogonality of the trigonometric functions, for linear problems the computation
of the Fourier coefficients separate and one can compute the solution for each period fully in parallel.
Hence there is a perfect scalability of the solution process.

For nonlinear problems one can use a two-grid method, i.e. solve the nonlinear equation on
a coarse grid, interpolate the solution on the fine grid and compute a corrected solution of the
linearized Newton type equation just once.

For each frequency problem a system on two-by-two or four-by-four block matrix arises. In a series
of publications it has been demonstrated that for such problems a very efficient preconditioner, the
preconditioned square matrix block, PRESB method exists and leads to very tight eigenvalue bounds
and hence few iterations. This holds uniformly with respect to mesh size, control cost and other
regularization parameters as well as to the problem parameters. The method has been shown to
outperform other methods for the problems considered.

For more general problems than time-harmonic problems one can replace the trigonometric func-
tions with orthogonal polynomials, such as based on Legendre polynomials. This leads to a similar
but somewhat more complicated system to be solved than for the time-harmonic method, but it
can also to some extent be performed in parallel.

Several numerical test examples will be presented.
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Vilnius Gediminas Technical University
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Modern electronic trading provides economists and market analysts with a large quantity of
trading data. High-frequency and intra-daily data contain all transactions of the financial market
and can reveal events and laws impossible to uncover with monthly, weekly or even daily data [3].
However, all that comes with its price. The processing time increases with the amount of the financial
data. Meanwhile in business decision-making the time is crucial. Processing huge amounts of high-
frequency data is virtually impossible without the application of modern parallel technologies.

The increased availability of high-frequency data has caused a great interest in the research of
this subject. The main applications are in financial engineering, ranging from risk management to
options hedging, execution of transactions, portfolio optimization, and forecasting. Methodologies
based on the high-frequency data analysis can also be found in neural science and the real-time
network traffic management.

A common perception is that the most accurate method of processing - maximum likelihood
estimation - is very time-consuming. Therefore it is often rejected. However, as we show, the
application of parallel technologies makes this method both precise and practical [1]. In this research,
we apply our parallel computing approach [2] to the mixed-stable modelling of high-frequency data.
In practice we often observe a large number of zero returns in the high-frequency return data due to
the fact that the underlying asset price does not change at given short-time intervals. The mixed-
stable model is designed to cope with these specific features, often observed in the high-frequency
return data.

The purpose of this research is to investigate the application of the mixed-stable model for the
analysis of large sets of high-frequency financial data (specifically yearly German DAX stock index
log-returns series). The insufficiency of the classical Gaussian as well as standard α-stable models
is demonstrated. Mixed-stable parameters are estimated numerically with the maximum likelihood
method. Efficient parallel algorithms are employed for the processing of long-term data series. We
have studied the influence of the accuracy of probability density function calculation and maximum
likelihood optimization on the results of the modelling and processing time. Mixed-stable models
for all 29 DAX companies are constructed. The adequacy of models is verified with empirical
characteristic functions goodness-of-fit test. Obtained mixed-stable parameter estimates can be
used for the construction of the optimal asset portfolio.
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As modern computer systems are required to compute more, increased cooling is needed to miti-
gate the thermal issues and to remove the excess heat produced by computer components. One way
to improve heat transfer is to increase surface area by using extensions (called fins) on the surface
of the components. In the literature (e.g. [1], [2]), many studies exist on heat transfer in fins
and fin assemblies. In the article [3], the authors examine a system with cylindrical shaped fins
and propose a mathematical model for one-dimensional steady state heat conduction. However, the
exact solution is not provided.

Over the past few years we have been generalizing Green’s function method for domains of non-
canonical form (see [4] – [6]) for solving different types of partial differential equations. Here
we consider three-dimensional heat transfer problem in a rectangular plate with cylindrical fins.
By means of the Green’s function method we construct a solution of the problem. An analytical
approximate solution is derived using conservative averaging method.
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The main goal of a taxonomic analysis is to group and to order objects that are elements of
a multidimensional feature space, and different methods of such analysis were developed (see, for
example, [1; 2]). It starts usually from a reduction of a large quantity of gathered data about the
objects to a few basic synthetically described categories or synthetic measures of their features that
are a subject of further analysis. From the other side, an inverse problem may be essential when
the ordering or grouping of objects is known and we are looking for the objects features and their
measures that have led to such ordering or grouping.

According to Hadamard, a problem in natural sciences has been formulated correctly if:
• there exists its solution satisfying some given conditions;
• the solution is unique;
• the solution depends continuously on the defined conditions (it is stable).
On the other hand, in economic and social sciences correctness of a problem formulation is inter-

preted in different ways. According to D.H. Jackson [1], for instance, a problem has been formulated
correctly if:
• an application of an algorithm results in a single solution;
• the resulting classification (ordering) is stable. It means that a small variation of input data

results in a small change of classification;
• the applied algorithm is invariant under permutations of objects classified by their names.
• the applied algorithm does not depend on the scale transformation.
These conditions are definitively not sufficient because they omit entirely the problem of unsolved

issues of adequateness of configurations of individual classes in relationship to specific connections
between objects or to specific needs. For over ten years the authors of this paper have been working
on constructing new measures of classification and grouping of objects, as well as new measures of
concentration - analogous to Gini Index and Herfindahl-Hirschman Index (see [3]). Consequently,
the authors have designed various constructions of measures: based on reference objects, utilizing
radar charts of vectors. They have also provided new ways of calculating measures of similarity
between objects, which are analogues of known coefficients of Jaccard, Dice, Tanimoto and Tversky.
This work is a part of that cycle and contains basic properties of previously studied measures.

REFERENCES
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Semi-discretization in space of time-dependent partial differential equations often leads to large
systems of ordinary differential equations for which there are natural splittings into non-stiff (or
mildly stiff) and stiff parts. Such systems can be written in the form{

y′(t) = f(y(t)) + g(y(t)), t ∈ [t0, T ],
y(t0) = y0 ∈ Rm, (1)

where f : Rm → Rm represents non-stiff part and g : Rm → Rm stiff part of the system.
System (1) can be solved efficiently by implicit-explicit (IMEX) schemes (see [1] and references

therein). In present research we consider the class of general linear methods (GLMs, [2]). We
construct IMEX GLMs of order p = 1, 2, . . . , 5 with large regions of absolute stability of the explicit
part of the method, assuming that the implicit part of the method is A-stable. Next, we analyze
convergence and error of methods. We also present results of numerical experiments.

This is a joint work with G. Izzo and Z. Jackiewicz.

REFERENCES
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In this work we consider a general class of global optimization problems for which the compu-
tation of objective function requires solution of M different subproblems, with a priori estimated
subproblems sizes Zi, i = 1, . . . ,M . Such optimization problems are often very computationally
intensive. Thus, the parallel computations are necessary. In general case we highlight three levels
of parallelization:

1. Parallel local minimum calculation for different starting points. However, if, e.g., evolutionary
algorithms are used, then it limits this level, since we need to serialize solution at different
points or groups of points (i.e. next point is determined by some previous ones). Also, the
number of simultaneously calculated points must be much larger than the number of processes
to avoid load balancing issues, since sizes of computations can vary depending on a starting
point.

2. Calculation of solutions for different independent subproblems in parallel. Note, that sizes of
different mathematical subproblems can be different.

3. Parallel solution of each subproblems and parallel calculation of objective function. Each
subproblem is solved by a group of parallel processes. The size of each group is selected
according to the estimate of subproblem’s size Zi.

More specifically, in our research we concentrate on a special case, when each subproblem involves
solving differential equation that can be numerically described as a system of linear equations
with tridiagonal matrix. As an example of such optimization problem we take a problem that
is formulated in [2]. There the linear one-dimensional Schrödinger equation is solved using the
approximation of boundary conditions by rational functions [1]. We use the combination of errors
for different test cases as an objective function. As a local optimizer simplex downhill method
is used. To solve the discrete approximation of differential equation in parallel we apply Wang’s
algorithm [3]. We focus on the last two levels of parallelization, since the first one is usually trivial
in terms of parallelization. Computational experiments were performed on ”HPC Sauletekis”.

REFERENCES
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Greens functions have long been used to create integral representations for boundary value prob-
lems. Although the method is usually associated with canonical domains [1], we propose to use
this method for non-canonical adjacent domains. We generalize the Greens function method by
conjugation conditions along the surface connecting two neighbour domains. This generalization is
being used for elliptic, parabolic and hyperbolic types of partial differential equations [2] - [6].

REFERENCES

[1] G. F. Roach. Greens Functions. Cambridge University Press, 1982.

[2] M. Buike, A. Buikis. Article in proceedings. In: Applied and Computational Mathematics. Proceedings of the 13th
WSEAS International Conference on Applied Mathematics (MATH08), Puerto De La Cruz, Tenerife, Canary
Islands, Spain, December 15-17, 2008, Hyperbolic Heat Equation as Mathematical Model for Steel Quenching of
L-Shape Samples, Part 1 (Direct Problem), WSEAS Press, 2008, 198 – 203.

[3] T. Bobinska, M. Buike, A. Buikis. Article in proceedings. In: Proceedings of the 5th IASME/WSEAS International
Conference on CONTINUUM MECHANICS (CM10), Cambridge, UK, 2010, Hyperbolic Heat Equation as
Mathematical Model for Steel Quenching of L-Shape Samples, Part 2 (Inverse Problem), WSEAS Press, 2010,
21 – 26.

[4] M. Lencmane, A. Buikis. Article in proceedings. In: Proceedings of the 9th IASME/WSEAS International Con-
ference on HEAT TRANSFER, THERMAL ENGINEERING and ENVIRONMENT (HTE11), Florence, Italy,
2011, Analytical Solution of a Two-Dimensional Double-Fin Assembly, WSEAS Press, 2011, 396 – 401.

[5] T. Bobinska, M. Buike, A. Buikis. Article in proceedings. In: Proceedings of the 9th IASME/WSEAS International
Conference on HEAT TRANSFER, THERMAL ENGINEERING and ENVIRONMENT (HTE11), Florence,
Italy, 2011, Comparing Solutions of Hyperbolic and Parabolic Heat Conduction Equations for L-shape Samples,
WSEAS Press, 2011, 384 – 389.

[6] S. Blomkalna, M. Buike, A. Buikis. Article in proceedings. In: Proceedings of the 9th IASME/WSEAS Inter-
national Conference on HEAT TRANSFER, THERMAL ENGINEERING and ENVIRONMENT (HTE11),
Florence, Italy, 2011, Several Intensive Steel Quenching Models for Rectangular and Spherical Samples, WSEAS
Press, 2011, 390 – 395.
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With the increase of healthcare services in non-clinical environments the processing and analysis
of wearable sensors are growing significantly. The ITEA2 project CareWare Electronic Wearable
Sport and Health Solutions is dealing with this demand. The aim of this project is to develop and
leverage novel unobtrusive cyber physical systems for monitoring and advancing personal health
and wellbeing. The integrated solution of different sensors such as smart interfaces, modelling and
data analysis techniques should warrant that the created system is comfortable and effective.

Health condition is usually carried out stationary. However, this technique is inconvenient for pro-
fessionals or ordinary people. Furthermore, there are some difficulties in evaluating health changes
during physical activity. Each person has its own individual characteristics and needs optimal train-
ing mode. Otherwise, if the physical activity is too intense, injuries or overtraining may appear.
One of the biggest disorders which might appear during training is heart problems. The electrodes
integrated into T-shirts allow the registration of the ECG (electrocardiogram) signals. However,
these signals contain low and high frequency noise. This paper contains the ECG filtering analysis
and extracting of important for evaluation of health status parameters of ECG.

Each heartbeat is an electrical impulse (wave) which travels through heart [1]. In most cases,
ECG signals are taken in stationary conditions to reduce the noise. In medicine and diagnostics,
the ECG signal must be free from noise and undesired disturbance. Even though the ECG has its
own variability the noise appears in the signal from many sources such as electrode contact noise,
power line interfaces, respiration or instrumentation noise generated by electronic devices etc. [2].
In this paper the ECG signals are analysed when participant is walking and doing squats. Also,
electrodes are close to skin because they are embedded into T-shirts to reduce the noise. The noisy
ECG data can be modelled as in the equation (1)

y(x) = f(x) + v(x) + w(x), x = 0, ..., N (1)

where f is a low-pass signal, w is a stationary white Gaussian noise and v is a sparse-derivative
signal [3]. There are three main problems in initial ECG signal data analysis: ECG signal trend
removal, Noise reduction, ECG parameters calculation and data compression for storage.

REFERENCES
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In this study, we deal with the numerical solution of the mathematical model for an adiabatic
tubular chemical reactor which processes an irreversible exothermic chemical reaction. For steady
state solutions, the model can be reduced to the following nonlinear ordinary differential equation
[1]:

u′′ − λu′ + λµ(β − u)exp(u) = 0, (1)

where λ, µ, and β are Péclet number, Damkohler number, and adiabatic temperature rise, respec-
tively.
Boundary conditions of the equation (1) are

u′(0) = λu(0), u′(1) = 0. (2)

Differential transform method [2] is used to solve the problem (1)-(2) for some values of the con-
sidered parameters. Residual error computation is adopted to confirm the accuracy of the results.
In addition, the obtained results are compared with those obtained by other existing numerical
approach [3].
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NONCLASSICAL INITIAL-BOUNDARY VALUE
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Several physical phenomena are modeled by nonclassical initial-boundary value problems in one
space variable, problems which involve an integral over the spatial domain of a function of the
desired solution. This integral may appear in the boundary conditions and/or the governing partial
differential equation. In this talk,we present several examples of problems of this type which arise
in such diverse areas as chemical diffusion, heat conduction, thermoelasticity, population dynamics,
vibration problems, nuclear reactor dynamics, and certain biological processes. It is shown how
the example problems can be converted to a form to which standard numerical techniques may be
applied in a relatively straightforward manner.

Special attention is devoted to a nonclassical problem which has received much attention in the
literature, namely the diffusion equation subject to the specification of mass. For its numerical
solution, we describe methods involving orthogonal spline collocation for the spatial discretization
and the Crank-Nicolson method for the time stepping [1; 2; 3]. Also, we propose a finite-difference
method based on Keller’s box scheme; cf. [4].

REFERENCES

[1] B. Bialecki and G. Fairweather. Orthogonal spline collocation methods for partial differential equations. J. Comput.
Appl. Math., 128, 55–82, 2001.
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Centrale de Lyon B.P. 163, 69131 Ecully Cedex, France

E-mail: mohamed.farhloul@umoncton.ca, Abdel-Malek.Zine@ec-lyon.fr

We consider thermally coupled nonlinear Darcy flows where the velocity and the pressure obey
power law. More precisely, the coupled model problem is as follows:

−div(k(θ)|∇u|p−2∇u) = f in Ω,
−∆θ = k(θ)|∇u|p in Ω,
u = 0 on Γ,
θ = 0 on Γ,

(1)

where Ω is a bounded convex polygonal domain, Γ is its boundary, and 1 < p < ∞. The pressure
of the fluid is denoted by u, while θ denotes the temperature, and k(θ) is the viscosity dependent
on the temperature. The problem (1) is an important model in studying the non-Newtonian flows
with thermal effects (see, e.g., [1]).

Recently, Zhu et al. [3] have proposed and analyzed a mixed formulation of problem (1) where
the velocity σ = k(θ)|∇u|p−2∇u of the fluid is introduced as a new variable. One of the advantages
of a such formulation is to get a more precise numerical solution for the velocity σ. However, the
mixed formulation studied in [3] does not introduce the heat flux as a new unknown which means
that the precision on the numerical solution of the heat flux is less than the one of the velocity σ.

The main purpose of this work is to study a mixed formulation of problem (1) where the velocity σ
of the fluid and the heat flux ξ = ∇θ are introduced as new unknowns. Based on such a formulation,
a dual mixed finite element is constructed and analyzed. In this method, the lowest degree Raviart-
Thomas finite element [2] is used for the approximation of σ and ξ. This finite element method
enables us to obtain precise approximations of the dual variables which are the velocity σ and
the heat flux ξ. Furthermore, it has local conservation properties analogous to the finite volume
methods.
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If the interior of a conducting cavity (such as a capacitor or a coaxial cable) is supplied with a
very high-frequency electric signal, the information between the walls propagates with an appreciable
delay, due to the finiteness of the speed of light. The configuration is typical of cavities having size
larger than the wavelength of the injected signal. Such a non rare situation, in practice, may cause
a break down of the performances of the device. We show that the classical Coulomb’s law and/or
Maxwell’s equations do not correctly predict this behavior. Therefore, we provide an extension of the
modeling equations (see also [1]) that allows for a more reliable determination of the electromagnetic
field during the evolution process.

The main issue is that, even in vacuum (no dielectric inside the device), the fast variation of
the signal produces sinks and sources in the electric field, giving rise to areas where the divergence
is not zero. These regions are well balanced, so that their average in the domain is zero. How-
ever, this behavior escapes the usual treatment with classical electromagnetism. After recalling the
main motivations and the theoretical results presented in [1], where this problem has been initially
investigated, further examples and numerical experiment will be discussed.
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TRANSFER AND WATER VAPOR EXCHANGE IN 3D
TEXTILE LAYER
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Polypropylene can be applied in different market sectors (household goods, automotive industry,
fibers). Due to the comparatively higher brittle temperature of polypropylene, its use in low-
temperature environments should be carefully considered [1].

We present a computational model developed for investigation of heat and vapor mass exchange
between the human body and environment through complex spatial through-thickness structure of
3D textile made of polypropylene. The practical need of such calculation is dictated by the necessity
to find the effective heat transfer, heat capacity, water vapor transmission and air permeability
coecients, as well as water vapor capacity of modern textile materials [2] in order to predict their
functional properties.

In this work, the system of differential equations was discretized by finite element method. The
obtained 3D model was solved by using COMSOL Multiphysics software. The fully coupled Multi-
physics analysis was carried out. The Heat Transfer in Porous Media interface was used for modelling
the heat transfer by conduction and convection. The Free and Porous Media Flow interface was
used to compute fluid velocity and pressure fields of single-phase flow where free flow was coupled
to porous media flow. In this study type stationary analysis of the system was performed [3].
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ON POLYNOMIAL DYNAMICAL SYSTEMS
AND THEIR APPLICATIONS
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We carry out the global bifurcation analysis of low-dimensional polynomial dynamical systems.
To control all of their limit cycle bifurcations, especially, bifurcations of multiple limit cycles, it is
necessary to know the properties and combine the effects of all of their rotation parameters. It can
be done by means of the development of new bifurcational geometric methods based on Perko’s
planar termination principle stating that the maximal one-parameter family of multiple limit cycles
terminates either at a singular point which is typically of the same multiplicity (cyclicity) or on a
separatrix cycle which is also typically of the same multiplicity (cyclicity) [1]. This principle is a
consequence of the principle of natural termination which was stated for higher-dimensional dynam-
ical systems by A. Wintner who studied one-parameter families of periodic orbits of the restricted
three-body problem and used Puiseux series to show that in the analytic case any one-parameter
family of periodic orbits can be uniquely continued through any bifurcation except a period-doubling
bifurcation. Such a bifurcation can happen, e. g., in a three-dimensional Lorenz system. But this
cannot happen for planar systems. That is why the Wintner–Perko termination principle is applied
for studying multiple limit cycle bifurcations of planar polynomial dynamical systems [1]. If we do
not know the cyclicity of the termination points, then, applying canonical systems with field rotation
parameters, we use geometric properties of the spirals filling the interior and exterior domains of
limit cycles. Applying this approach, we have solved, e. g., Smale’s Thirteenth Problem for the clas-
sical Liénard system [2]. Generalizing the obtained results, we have solved also the Problem on the
maximum number and distribution of limit cycles for the general Liénard polynomial system with
an arbitrary number of singular points [3]. We have also applied this approach for studying global
limit cycle bifurcations of Holling-type systems which model the population dynamics in biomedical
and ecological systems [4] Finally, applying a similar approach, we have considered various applica-
tions of three-dimensional polynomial dynamical systems and, in particular, completed the strange
attractor bifurcation scenario in the classical Lorenz system globally connecting the homoclinic,
period-doubling, Andronov–Shilnikov, and period-halving bifurcations of its limit cycles [5].
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ZEROS OF SOME COMBINATIONS OF DIRICHLET
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Let χ be a Dirichlet character and α, 0 < α ≤ 1, be a fixed parameter. The Dirichlet L-function
L(s, χ) and Hurwitz zeta-function ζ(s, α), s = σ + it, are defined, for σ > 1, by the series

L(s, χ) =

∞∑
m=1

χ(m)

ms
and ζ(s, α) =

∞∑
m=0

1

(m+ α)s
,

and are continued meromorphically to the whole complex plane. We consider the number of zeros of
the functions F

(
L(s, χ1), . . . , L(s, χr)

)
, F1

(
ζ(s, α1), . . . , ζ(s, αk)

)
and F2(L(s, χ1), . . . , L(s, χr), ζ(s,

α1), . . . , ζ(s, αk)) for some classes of characters χ1, . . . , χr, parameters α1, . . . , αk, and operators
F , F1, and F2. For example, the following theorem is valid. Let D =

{
s ∈ C : 1

2 < σ < 1
}

and let
H(D) denote the space of analytic functions on D endowed with the topology of uniform convergence
on compacta. Moreover, let S = {g ∈ H(D) : g(s) 6= 0 or g(s) ≡ 0}.

Theorem 1. Suppose that F : Hr+k(D) → H(D) is a continuous operator such that, for every
polynomial p = p(s), the set (F−1{p}) ∩ (Sr ×Hk(D)) is non-empty, χ1, . . . , χr are pairwise non-
equivalent Dirichlet characters, and the set

{(log p : p is prime), (log(m+ αj) : m ∈ N0 = N ∪ {0}, j = 1, . . . , k)}

is linear independent over the field of rational numbers Q. Then, for every σ1, σ2, 1
2 < σ1 < σ2 < 1,

there exists a constant c = c(χ1, . . . , χr, α1, . . . , αk, F, σ1, σ2) > 0 such that, for sufficiently large T ,
the function

F
(
L(s, χ1), . . . , L(s, χr), ζ(s, α1), . . . , ζ(s, αk)

)
has more than cT zeros lying in the rectangle {s ∈ C : σ1 < σ < σ2, 0 < t < T}.

For example, if χ1 and χ2 are non-equivalent characters, and the numbers α1 and α2 are al-
gebraically independent over Q, then the function L(s, χ1)L(s, χ2)ζ(s, α1)ζ(s, α2) satisfies the hy-
potheses of Theorem 1.
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We consider the third order system x′′′ = f(x) with the boundary conditions x(0) = 0, x(1) = 0,
x′(1) = 0, where the vector field f ∈ C1(Rn,Rn) is asymptotically linear and f(0) = 0. We provide
the existence results using the vector field rotation theory.
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Integral equations arise in different problems of theory and applications. In this presentation the
control system described by the Urysohn integral equation

x(ξ) = f(ξ, x(ξ)) + λ

∫
E

[
K1(ξ, s, x(s)) +K2(ξ, s, x(s))u(s)

]
ds (1)

is considered, where x(s) ∈ Rn is the state vector, u(s) ∈ Rm is the control vector, (ξ, s) ∈ E × E,
E ⊂ Rk is a compact set, λ ∈ R.

For given p > 1 and r > 0 the set Up,r =
{
u(·) ∈ Lp (E;Rm) :

∥∥u(·)
∥∥
p
≤ r
}

is called the set of

admissible control functions and each u(·) ∈ Up,r is said to be an admissible control function, where
Lp (E;Rm) is the space of Lebesgue measurable functions u(·) : E → Rm such that

∥∥u(·)
∥∥
p
< +∞,∥∥u(·)

∥∥
p

=

(∫
E

∥∥u(s)
∥∥p ds) 1

p

, ‖·‖ denotes the Euclidean norm. It is assumed that

A. The functions f(·) : E×Rn → Rn, K1(·) : E×E×Rn → Rn and K2(·) : E×E×Rn → Rn×m
are continuous;

B. There exist l0 ∈ [0, 1), l1 > 0 and l2 > 0 such that
∥∥f(ξ, x2)− f(ξ, x1)

∥∥ ≤ l0 ‖x2 − x1‖ and∥∥K1(ξ, s, x2)−K1(ξ, s, x1)
∥∥ ≤ l1 ‖x2 − x1‖ ,

∥∥K2(ξ, s, x2)−K2(ξ, s, x1)
∥∥ ≤ l2 ‖x2 − x1‖

for every (ξ, s, x1) ∈ E × E × Rn and (ξ, s, x2) ∈ E × E × Rn;

C. The inequality 0 ≤ λ
[
l1µ (E) + l2

[
µ(E)

] p−1
p r

]
< 1− l0 is satisfied, where µ(E) denotes the

Lebesgue measure of the set E.
Let u(·) ∈ Up,r. A continuous function x(·) : E → Rn satisfying the equation (1) for every ξ ∈ E

is said to be a trajectory of the system (1), generated by the admissible control function u(·). The
set of all trajectories of the system (1) generated by all admissible control functions u(·) ∈ Up,r is
denoted by Xp,r.

Approximation of the set of trajectories Xp,r is studied. Step by step way, the set of control
functions is replaced by the set consisting of a finite number of control functions which generate the
finite number of trajectories. An upper bound evaluation for the Hausdorff distance between the
set Xp,r and the set consisting of a finite number of trajectories is obtained.
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ON SELF-REGULARIZATION OF ILL-POSED
PROBLEMS IN BANACH SPACES BY LEAST SQUARES
AND LEAST ERROR METHOD
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We consider an ill-posed problem Au = f with linear operator A ∈ L(E,F ) acting between
Banach spaces E, F . The exact right-hand side f is unknown; instead noisy data fδ satisfying
‖fδ − f‖ ≤ δ with known noise level δ are given. For finding approximation un to the solution u∗
of the problem we use projection methods (see [2]), [3]). In the least squares method we use finite
dimensional subspaces En ⊆ E with properties En ⊆ En+1 ∀n ∈ N,

⋃
n∈NEn = E and take for the

approximate solution

un ∈ argmin{‖Aũn − fδ‖ : ũn ∈ En}.

In the least error method we use finite dimensional subspaces Zn ⊆ F ∗ with properties Zn ⊆ Zn+1

∀n ∈ N,
⋃
n∈N Zn = F ∗ and take for the approximate solution

un ∈ argmin{‖ũ‖ : ũ ∈ E, 〈zn, Aũ〉 = 〈zn, fδ〉 ∀zn ∈ Zn}. (1)

For the case of exact data (δ = 0) we give conditions under which the discretized problem has
a unique solution un and the convergence ‖un − u∗‖ → 0 (n → ∞) to the exact solution u∗
is guaranteed. If these conditions hold but the data are noisy (δ > 0), then one can choose the
dimension n = n(δ) of the projection space as the regularization parameter depending on the noise
level δ in such way that ‖un(δ) − u∗‖ → 0 as δ → 0. Such regularization by discretization is called
self-regularization. For the choice of dimension n = n(δ) we consider a priori rule and a posteriori
choice by the discrepancy principle and by the monotone error rule (see [2]).

Note that self-regularization of ill-posed problems by projection methods in Hilbert spaces was
studied in [1], [4].
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We consider finite difference method for a class of two–dimensional parabolic equations with
integral boundary condition, like equation (1)

∂u

∂t
=

∂

∂x

(
k(x, y)

∂u

∂x

)
+

∂

∂y

(
k(x, y)

∂u

∂y

)
− q(x, y) · u+ f(x, y, t), (x, y) ∈ Ω, (1)

with integral condition on boundary

u(x, y, t) =

∫∫
Ω

K(x, y, ξ, η)dξdη + µ(x, y, t), (x, y) ∈ ∂Ω (2)

and initial condition

u(x, y, 0) = ϕ(x, y), (x, y) ∈ Ω. (3)

This is a specific problem, since in the nonlocal condition the values of solution at contour points
are associated with the double integral in the whole domain. The stability of difference scheme
is proven using the properties of the M–matrices. The numerical results of some examples are
presented, approving our theoretical investigations.
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We consider an inverse problem to determine a kernel in an evolutionary integral equation occur-
ring in modelling of subdiffusion. We prove the existence, uniqueness and stability of a solution of
the inverse problem in an abstract setting. Results are global in time.

23



Abstracts of MMA2017, May 30 - June 2, 2017, Druskininkai, Lithuania

c© VGTU, 2017

AN INTERMEDIATE MUTH DISTRIBUTION
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A two-parameter probability distribution based on a model introduced by Muth [4] is studied.
Its cumulative distribution function is the following

F (x;α, β) = 1− exp

{
1

2α

}(
1 +

α

β
x

)
exp

{
− 1

2α

(
1 +

α

β
x

)2
}
, x > 0,

where 0 < α ≤ 1 is a shape parameter and β > 0 is a scale parameter. Note that the limit
distribution as α decreases to zero is the exponential law with mean β.

Some statistical measures are expressed in closed-form. Specifically, the non-central moments
and the incomplete moments are written in terms of the upper incomplete gamma function. The
quantile function is expressed in terms of the Lambert W function (see [1]), so pseudo-random data
from the law can be generated by computer in a straightforward manner by virtue of the inverse
transform method. Moreover, it has increasing failure rate and a very simple closed-form expression
is given for the mean residual life. Additionally, it is proved that the members of this family of
distributions can be ordered in terms of the hazard rate order (see [5, Chapter 1]). The parameter
estimation is carried out by the maximum likelihood method and its performance is assessed by
means of a Monte Carlo simulation study.

The practical usefulness of the above law is illustrated by considering a rainfall data set, showing
that the new model may provide a better fit than other traditional or recent two-parameter distribu-
tions such as the gamma, generalized exponential (see [2]), Gompertz, Muth (see [3]), paralogistic,
and Weibull, among others.
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[3] P. Jodrá, M.D. Jiménez-Gamero and M.V. Alba-Fernández. On the Muth distribution. Math. Model. Anal., 20
(3): 291–310, 2015.

[4] E.J. Muth. Reliability models with positive memory derived from the mean residual life function. In: The Theory
and Applications of Reliability, C.P. Tsokos and I. Shimi (Eds.), Academic Press, New York., 1977, 401–435.

[5] M. Shaked and J.G. Shanthikumar. Stochastic Orders. Springer-Verlag, New York, 2007.

24



Abstracts of MMA2017, May 30 - June 2, 2017, Druskininkai, Lithuania

c© VGTU, 2017

CLASS OF ZETA-FUNCTIONS: REMARKS ON THE
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The first result on the investigation of so called “mixed” joint universality for a collection of dif-
ferent type zeta-functions (having the Euler product expansion and without it) is due to H. Mishou.
In 2007, he proved [3] that the pair of zeta-functions consisting of the Riemann zeta-function ζ(s)
and the Hurwitz zeta-function ζ(s, α) is universal in Voronin sense.

For m ∈ N, attach g(m) ∈ N, and, for j ∈ N with 1 ≤ j ≤ g(m), let f(j,m) ∈ N and a
(j)
m ∈ C.

Denote by pm the mth prime number, and let s = σ + it be a complex variable. The zeta-function
ϕ(s) is defined by the polynomial Euler product ϕ(s) =

∏∞
m=1A

−1
m (p−sm ) with polynomials Am(x) :=∏g(m)

j=1 (1 − a(j)
m xf(j,m)). Suppose that g(m) ≤ cpαm, |a(j)

m | ≤ pβm with c > 0, and some non-negative
constants α and β. The infinite product converges absolutely for σ > α+ β + 1.

Let B = {bm : m ∈ N ∪ {0}} be a periodic sequence of complex numbers with minimal period
l ∈ N, and let γ ∈ R, 0 < γ ≤ 1, be a fixed parameter. Then the function ζ(s, γ;B) is defined,
for σ > 1, by the series ζ(s, γ;B) =

∑∞
m=0

bm
(m+γ)s . From the periodicity of B we have ζ(s, γ;B) =

1
ls

∑l−1
k=0 bkζ(s, (k+ γ)/l), σ > 1, where ζ(s, γ) is the classical Hurwitz zeta-function. Therefore, the

function ζ(s, γ;B) is a linear combination of the functions ζ(s, γ), and last equality gives analytic
continuation for ζ(s, γ;B) to the whole complex plane, where it is regular, except, maybe, for a

simple pole at s = 1 with residue b := 1
l

∑l−1
k=0 bk.

The mixed joint universality theorem for the zeta-function ϕ(s) belonging to the Steuding class S̃
and periodic Hurwitz zeta-function ζ(s, γ;B) was obtained by the author and Kohji Matsumoto in
[2]. In the talk, we will present the mixed joint universality for a class of zeta-functions, consisting of
the so-called Matsumoto zeta-functions and tuple of periodic Hurwitz zeta-functions, when certain
conditions are fulfilled. This result was proved in [1].
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Until now mode competition in gyrotrons were investigated on the supposition that the transit
time of electrons through the interaction space is much shorter than the cavity decay time. This
assumption is valid for short and/or high diffraction quality resonators. However, in the case of
long and/or low diffraction quality resonators, which are often utilized, this assumption is no longer
valid. In such a case a different mathematical formalism has to be used for studying nonstationary
oscillations. In [1] we developed the new formalism for the case of single mode oscillations. In the
present paper we extend the formalism to the multimode case and present some results of mode
competition calculations obtained by means of the generalized algorithm.
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The present talk considers the diffusion and convection filtration problem in axial-symmetrical
container Ω = {(r, z, φ) : 0 ≤ r ≤ R, 0 ≤ z ≤ L, 0 ≤ φ ≤ 2π}.
Domain Ω consist of porous material where through the pores of filter moves incompresible liquid -
pollutants in z-direction.
For adsorption kinetics we use linear Henry’s [1] and nonlinear Langmuir’s [2] sorptions isotherms.
We derive the convective-dispersion and nonequilibrium sorption equations in the following form

[3]: 1
r

(
∂
∂r (Drr

∂u
∂r )

)
+Dz

∂2u
∂z2 + V0

∂u
∂z = m∂u

∂t + ∂a
∂t , ∂a∂t = β(u− ũ), r ∈ [0, R], z ∈ [0, L]t > 0,

where a(r, z, t), u(r, z, t) are the concentrations in the adsorbed and aqueous phases for the pol-
lutants, a = ũ

γ is the expression for linear isotherm of Henry, Dr, Dz are diffusion coefficients ,
V0=const is the pore water velocity in z-direction, m is the fraction of the total volume of the material
occupied by pores, ũ is concentration of pollutants, which is in local equilibrium conditions ∂a

∂t = 0,
t is the time, β is the sorption rate constant, 1/γ is Henry’s coefficient for the sorbent characteristic.
For nonlinear sorbtion a = ũ

γ(1+pũ (Langmuir’s isotherm), where p is positive parameter (for p = 0 we

have Henry’s isotherm). For t = 0 we use homogeneous initial conditions u(r, z, 0) = 0, a(r, z, 0) = 0.

We use following boundary conditions: ∂u(0,z,t)
∂r = ∂a(0,z,t)

∂r = 0, u(R, z, t) = a(R, z, t) = 0,

u(r, L, t) = u0(t) = U0(1− tanh(αt)), ∂u(r,0,t)
∂z = 0, ∂a(r,0,t)

∂z = 0,
α = const > 1, U0 = const > 0. The concentration u on the inlet is depending on t.
The approximation of corresponding initial boundary value problem of the system of PDEs is based
on the conservative averaging method 1.
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We consider an ill-posed problem Au = f with linear operator A ∈ L(E,F ) acting between
Banach spaces E, F . The exact right-hand side f is unknown; instead noisy data fδ satisfying
‖fδ− f‖ ≤ δ with known noise level δ are given. For finding approximation un to the solution u∗ of
the problem we use projection methods studied in [1] in Hilbert spaces and [2] in Banach spaces).

Let En ⊆ E, Zn ⊆ F ∗, n ∈ N, be finite dimensional nontrivial subspaces. The approximation un
is defined by

un ∈ En : 〈zn, Aun〉F,F∗ = 〈zn, fδ〉 ∀zn ∈ Zn.

In case of noisy data the choice of the dimension of the discretization space is essential to guarantee
the convergence of the method as δ → 0. Convergence when n is chosen by the discrepancy principle,
depending on the noise level, is considered in [2]. One of the conditions there was existence of τ > 0
such that

τ sup
zn∈Zn,‖zn‖F∗=1

〈zn, Awn〉F,F∗ ≥ ‖Awn‖F ∀wn ∈ En, ∀n ≥ N0.

Then the discrepancy principle is to choose the first index n = n(δ) such that ‖Aun − fδ‖F ≤ bδ
with b fixed, b > τ + 1.

For collocation methods for integral equations existence of τ means the uniform boundedness
of the interpolation projector onto the subspace AEn ⊂ F . If F = Cm and En is the space of
polynomials of degree not exceeding n, this is generally not true. We consider a modification of
the discrepancy principle if instead of τ we have τn depending on n, which may be unbounded as
n → ∞. Then instead of fixed b we should use bn depending on n. We prove the convergence of
this modification.

We also present some numerical examples which show convergence of the algorithm as δ → 0.
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[1] G. Vainikko and U. Hämarik. Projection methods and self-regularization in ill-posed problems. Izv. Vyssh. Ucebn.
Zaved. Mat., 15 (10):3 – 17, 1985.
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In the article [1] it was proposed to describe the features of knowledge testing items by non-
decreasing functions kj (p) : [0, 1]→ [0, 1], when the independent variable p represents the student’s
knowledge level. Characteristic function of j-th item kj (p) is interpreted as the probability of
a correct response to the j-th test item for students whose knowledge level p. Function’s kj (p)
derivative k′j (p) shows how the item j differentiates students according to their knowledge. For
example, if k′1 (0.2) = max

p∈[0,1]
k′1 (0.2) and k′2 (0.8) = max

p∈[0,1]
k′2 (0.8), then the first item to better

differentiate weak students, and the second – strong students. Such classification strongly depends
not only on the items kj (p) functional form, but also requires to measure the students level of
knowledge p which is difficult to do in practice, and methodologically.

In this study we proposed to apply fuzzy sets theory to describe knowledge test items. Subsets
W , M , S – of respectively weak, average and strong students are constructed. For each subset
the difficulty of test item is determined in the form of fuzzy triangle number Tr (L, T,R), (0 6
L 6 T 6 R 6 100) regarded as the percentage of students correctly responded to the item. For
the triangle numbers partial strict Tr1 ≺ Tr2 and non-strict Tr1 4 Tr2 order relationships are
defined. The item is good for differentiating of all students if TrW ≺ TrM ≺ TrS ; of weak students
if TrW ≺ TrM 4 TrS ; of strong students – TrW 4 TrM ≺ TrS . When the only relationship
TrW 4 TrM 4 TrS is valid then the item poorly differentiates students and finally, when it is none
of the above four cases the item is considered as inappropriate.

Selection methodology of the subsets W , M , S and design algorithm of fuzzy triangles Tr (L, T,R)
are proposed. The features of functions kj (p) and fuzzy classification comparison strategies are
discussed.
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Eddy current method is one of the widely used methods for quality testing of electrically con-
ducting materials. It is based on the principle of electromagnetic induction. Eddy currents are
induced in the medium if a coil carrying alternating current is located in the vicinity of the tested
material. The change in impedance of the coil due to eddy currents can be used to detect anomalies
(or flaws) in the conducting medium. Quasi-analytical method [1] for the solution of direct eddy
current testing problems for multilayer media with cylindrical flaws is used to calculate the change
in impedance of a cylindrical air core coil whose axis coincides with the axis of the cylindrical flaw.
Such models can be used to assess the effect of corrosion (surface flaws) or test the quality of spot
welding (volumetric flaws). The following examples are considered: (a) one or two cylindrical flaws
in a plate or two-layer medium, and (b) a volumetric flaw in a half-space or plate. Calculations of
the change in impedance with quasi-analytical method are in good agreement with finite element
modeling.
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Consider a tall vertical cylindrical channel (a circular pipe or an annulus) filled with a viscous
incompressible fluid. The channel is closed so that the total fluid flux through the cross section of
the channel is zero. Internal heat sources are distributed within the fluid in accordance with the
Arrhenius law [1] as a result of exothermic reaction. There exists a steady convective motion of the
following structure

v = {0, 0, V0(r)}, T = T0(r), p = Az +B, (1)

where r and z are the radial and vertical coordinates, respectively, and A and B are constants.
The nonlinear boundary value problem for the determination of the base flow V0(r) and T0(r)
is solved numerically using Matlab. Linear stability of the base flow is investigated with respect
to axisymmetric and asymmetric perturbations by means of a collocation method based on the
Chebyshev polynomials. Three parameters characterize the problem - the Grasshof number, the
Prandtl number and the Frank-Kamenetskii parameter. Numerical results show that marginal
stability curves consist of two separate branches with two local minima. It is shown that the
increase of the Prandtl number and the Frank-Kamenetskii parameter destabilizes the flow.
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One-dimensional Klein-Gordon-Fock equation

∂ttu− a2∂xxu− λ(t, x)u = f(t, x), (1)

is given on the domain Q = (0,∞)× R.
Initial conditions

u(0, x) = ϕ(x), ∂tu(0, x) = ψ(x), x ∈ [0; l], (2)

l ∈ R, l < +∞, and unlocal conditions

u(x0, 0) =

α
(2)
0 (x0)∫

α
(1)
0 (x0)

K0(x0, s)u(x0, s)ds+ q0(x0),

u(x0, l) =

α
(2)
l (x0)∫

α
(1)
l (x0)

Kl(x0, s)u(x0, s)ds+ ql(x0),

(3)

where α
(i)
j : R+ → R, i = 1, 2, j = 0, l and 0 ≤ α(1)

j ≤ α
(2)
j ≤ l, j = 0, l are connected to the equation

(1).

Theorem 1. Let f ∈ C1(Q), λ ∈ C1(Q), q0 ∈ C2([0; +∞)), ql ∈ C2([0; +∞)), ϕ ∈ C2([0, l]),

ψ ∈ C1([0, l]), Kj(t) ∈ C2
(

[0,+∞)× [α
(1)
j (t), α

(2)
j (t)]

)
and α

(i)
j ∈ C2([0,+∞)), i = 1, 2, j =

0, l. Classical solution of the problem (1) – (3) exists and is unique in class C2(Q) if and only if
homogeneous matching conditions are fulfilled when k = 0.
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Multiple criteria problem is discussed when m alternatives are compared according to performance
values of alternatives evaluated in terms of n attributes (criteria). Decision making matrix is as

follows: R =


r
(1)
1 r

(1)
2 . . . r

(1)
n

r
(2)
1 r

(2)
2 . . . r

(2)
n

. . . . . . . . . . . .

r
(m)
1 r

(m)
2 . . . r

(m)
n

 . The paper compares efficiency of three different multiple

criteria decision methods. WEBIRA (WEight Balancing Indicator Ranks Accordance) approach
includes methods for setting attributes weights by the so-called weights balancing procedure [1]
when attributes naturally form 2 or 3 groups, for example, external and internal; qualitative and
quantitative evaluations; economic, social and environmental aspects of sustainable development.
In the first stage, attributes sequence is determined, for this purpose Kemeny median, entropy or
voting theory methods are applied. In the second stage, the attribute weights are found by solving
optimization problem. The weights are selected so that 2 groups of evaluation criteria (attributes)
are best matched with each other, i. e. we maximize the set of the best alternatives according to both
criteria. Monte Carlo experiments are conducted to compare WEBIRA, AVRG (simple average)
and EMDCW (Entropy Method for Determining the Criterion Weight) [2] efficiency. 4 different
methods of decision making matrix R initial values normalization are compared: Max, MinMax,
Sum and Vector normalization. Random matrices are simulating repeated expert evaluations of the
same alternatives. They were generated so, that on average more often the best alternative is the
first. 100 series of Monte Carlo experiments were carried out by 100 in each series. The number
of alternatives varied m = 3, 4, . . . , 50. We considered the following indicator to compare methods
performance: En = p−m

p+m+n . Here p is the number of experiments with the best the first alternative

(the right decision), m indicated the best not the first alternative (the wrong decision). n indicates
the number of experiments when WEBIRA can not set the best alternative (it can be nonzero only
for WEBIRA).

One Way ANOVA was performed to compare average values of indicator En for the fixed m values
at significance level 0.05. The results of the experiment show that if the set of attributes consist of 2
independent subsets of evalualing criteria, the average efficiency of WEBIRA is significantly higher
than efficiency of EMDCW and AVRG methods for all considered number of alternatives regardless
of what data normalization method is used.
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In this work we estimate the trajectory of the regular curve γ from the sequence of m + 1
interpolation points Qm = {qi}mi=0 (with qi+1 6= qi) in arbitrary Euclidean space En satisfying
qi = γ(ti). The corresponding interpolation knots Tm = {ti}mi=0 fulfilling ti < ti+1 are assumed to be

unknown (such Qm is called reduced data). In the first step an interpolation scheme γ̂ : [0, T̂ ]→ En

needs to be selected - here piecewise Lagrange cubics. Next the missing knots Tm should be estimated
by some T̂m = {t̂i}mi=0 (with t̂i < t̂i+1) defined here according to the exponential parameterization
which depends on a single parameter λ ∈ [0, 1] - see e.g. [1; 2]. Having chosen an interpolation
scheme γ̂ : [0, T̂ ] → En and the knots’ estimates {t̂i}mi=0 ≈ {ti}mi=0 the analysis of the intrinsic
asymptotic order in γ approximation by γ̂ can be addressed (for dense data Qm). The main result
of this work reads as (supported also by the proof and the numerical experimentation):

Theorem 1. Let a regular γ be C4 with the unknown interpolation knots {ti}mi=1 sampled more-
or-less uniformly (see e.g. [1]). If γ̂ represents a piecewise-cubic Lagrange interpolant based on
reduced data Qm and exponential parameterization with λ ∈ [0, 1], then, for some piecewise-cubic-
C∞ ψ : [0, T ]→ [0, T̂ ]:

(γ̂ ◦ ψ)(t) = γ(t) +O(δ1
m) for λ ∈ [0, 1) and (γ̂ ◦ ψ)(t) = γ(t) +O(δ4

m) for λ = 1. (1)

Here δm = max0≤i≤m−1{ti+1 − ti}.
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25(4B(61)). 1–140, 2004

34



Abstracts of MMA2017, May 30 - June 2, 2017, Druskininkai, Lithuania

c© VGTU, 2017
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We consider the well-known mathematical model of macroeconomics, which is called the market
model or the aggregate demand-aggregate supply model [1-2]. Traditional versions of this model
have the form of one ordinary differential equation

ṗ = D(p)− S(p), (1)

where p = p(t) is the prize of the product at the moment t, D(p) is the demand function, S(p)
is the supply function. Usually, these function are assumed with the following properties (see, for
example,[1]):

1) nonnegative and smooth functions S(p), D(p) are defined for p ∈ (0,∞); 2) if p ∈ (0,∞),
then D′(p) < 0, S′(p) > 0; 3) lim

p→0
D(p) = D0, where D0 >> 1 or D0 = ∞, lim

p→0
S(p) = 0; 4)

lim
p→∞

D(p) = 0, lim
p→∞

S(p) = S∞, where S∞ ∈ R+.

In this case, equation (1) has one positive steady p(t) = p0 > 0 and all solutions of equation (1)
tend to the equilibrium state p(t) = p0. Hence, the equation (1) can’t describe economics cycles.

If we introduce [2,3] a delay and consider the following equation

ṗ = D(p)− S(ph), ph = p(t− h), h > 0, (2)

then it is possible to find the stable solutions, which describe cycles in macroeconomics.
Also, it is possible to study the influence of spatial effects and consider the boundary value problem

ṗ = D(p)− S(ph) + dpxx, (3)

px(t, 0) = px(t, l) = 0, x ∈ [0, l]. (4)

Here d > 0, p = p(t, x), ph = p(t− h, x), h > 0. Sometimes this problem admits spatial nonhomoge-
neous cycles.

REFERENCES
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In 1975, S.M. Voronin proved that the Riemann zeta-function ζ(s), s = σ + it, is universal
in the sense that the shifts ζ(s + iτ), τ ∈ R, approximate a wide class of analytic functions. Let
γ1 6 γ2 6 · · · be positive imaginary parts of non-trivial zeros of ζ(s). We consider the approximation
of analytic functions by shifts ζ(s+ iγk), k ∈ N.

In [4], H.L. Montgomery conjectured that ∑
0<γ,γ′6T

|γ−γ′|<c/ log T

as T →∞, is asymptotically equal to c1T log T with some positive c and c1. We use a weaker form
of the above conjecture, we suppose that, for the above sum, the bound � T log T is true. Let, as
usual, D =

{
s ∈ C : 1

2 < σ < 1
}

, K be the class of compact subsets of the strip D, and let H0(K)
with K ∈ K denote the class of continuous non-vanishing functions on K which are analytic in the
interior of K. Then we have

Theorem 1. Suppose that the weaker Montgomery hypothesis is true. Let K ∈ K and f(s) ∈ H0(K).
Then, for every ε > 0 and h > 0,

lim inf
N→∞

1

N
#

{
1 6 k 6 N : sup

s∈K
|ζ(s+ iγkh)− f(s)| < ε

}
> 0.
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181–193.
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Ferrofluids are stable colloidal suspensions of magnetic nanoparticles in a non-magnetic liquid
carrier. The particle rearrangement in magnetic fields is caused by the field gradients and inter-
particle interactions. Mathematical and numerical modeling of the diffusion process for magnetic
particles in ferrofluids is of current interest in ferrohydrodynamics.

A theoretical model of the particle diffusion in a weakly-concentrated ferrofluid assumes no inter-
action between magnetic particles if a magnetic field is applied. This assumption allows to resolve
explicitly an analytical solution of the mass-transfer equation for a ferromagnetic particle concen-
tration in a static limit [1]. Another theoretical model for the diffusion process of particles in a
moderately-concentrated ferrofluid is recently developed in [2]. This model takes into account the
magnetic dipole-dipole and steric interparticle interactions in a magnetic field. In this case, the
mass-transfer equation in a static limit can be reformulated as a nonlinear algebraic equation for
the concentration and the field intensity.

The goal is to formulate the mathematical model and to analyze the numerical aspects of the mod-
elling for the problem on equilibrium free-surface shapes of ferrofluids, taking the diffusion process
into account. Mathematical model consists of a set of three coupled equations: the Maxwell’s equa-
tions for the magnetic field, the mass-transfer equation for the magnetic particles in the ferrofluid
and the magnetically augmented Young-Laplace equation for the force balance on the free-surface
between the ferrofluid and a surrounding non-magnetic medium. Due to different assumptions on
the ferropaticle behaviour, three variants of the mathematical model are studied. Model 1 assumes
a uniform particle distribution in the ferrofluid, model 2 allows only interaction between particles
and the field and model 3 takes additionally into account the interparticle interactions. Numerical
tests for models 1–3 are performed minding the problem of ferrofluid-layer instability in the applied
uniform magnetic field (the Rosensweig instability) [3; 4].

The authors want to thank the Belarusian State Research Program ,,Convergence 2020” for
financial support of the project 1.5.01.3.
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The commonly used topological entropy of the multi-dimensional shift space is the rectangular
spatial entropy which is the limit of growth rate of admissible local patterns on

nite rectangular sublattices which expands to whole space. In this talk, we study spatial entropy
of shift space on general expanding system which is increasing

nite sublattices and expanding to whole space. It can be shown that the spatial entropy is greater
than or equal to the rectangular spatial entropy. We prove that the spatial entropy is equal to the
rectangular spatial entropy for all shift spaces if and only if the ratio of the size of boundary of
the expanding system to the area of the system tends to zero. Therefore, the rectangular spatial
entropy is appropriate to measure the complexity of multi-dimensional shift spaces.
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We study explicit symmetric finite-difference schemes for the 1D barotropic gas dynamics system
of equations which are based on its special quasi-gas/hydrodynamic (QGD) regularizations [1; 2].
We introduce uniform grids ωh with nodes xk = kh and ω∗h with nodes xk+1/2 = (k + 0.5)h on
R, with k ∈ Z and the step h > 0, as well as the grid in t with nodes tm = m∆t, with m > 0
and the step ∆t > 0. We define the shift, averaging and difference grid operators: v±,k = vk±1,
(sv)k−1/2 = (vk+vk+1)/2, (δv)k−1/2 = (vk−vk−1)/h, (δ∗y)k = (yk+1/2−yk−1/2)/h, δtv = (v̂−v)/∆t
and v̂m = vm+1. In particular, we consider QGD-difference scheme of the standard type

δtρ+ δ∗j = 0, δt(ρu) + δ∗
(
jsu+ p(sρ)−Π

)
= 0,

j = sρ · su− sρ · w, sρ · w = (sτ)δ(ρu) · su+ sρ · ŵ, sρ · ŵ = (sτ)
[
sρ · su · δu+ δp(ρ)

]
,

Π = µδu+ su · sρ · ŵ + (sτ)p′(sρ) · δ(ρu).

Here the sought functions ρ > 0 and u (the density and velocity) are defined on ωh while j, w, ŵ
and Π are defined on ω∗h. Also τ = αh/

√
p′(ρ) is the regularization parameter (with α > 0 and

p′(ρ) > 0) and µ = αSτρp
′(ρ) is the viscosity coefficient (with αS > 0). After linearization at a

constant solution ρ∗ = const and u∗ = 0, the scheme takes the following form:

ŷ =

(
αβ β

2
β
2 καβ

)
y− +

(
1− 2αβ 0

0 1− 2καβ

)
y +

(
αβ −β2
−β2 καβ

)
y+ (1)

with three parameters α, β := c∗
∆t
h with the background sound velocity c∗ =

√
p′(ρ∗) and κ :=

αS + 1 > 1, where ym =
(
ρm um

)T
and ŷm = ym+1. Let H be the complex Hilbert space of

square-summable functions on the grid ωh.

Theorem 1. The linearized scheme (1) is weakly conservative, i.e. the bound sup
m>0
‖ym‖H 6 ‖y0‖H

holds for any y0 ∈ H, if and only if the condition β ≤ min
{

2α, 1/(2κα)
}

is satisfied.

Some other schemes are studied as well. This work was supported by the RFBR, project no.
16-01-00048.
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It is well known that the Riemann zeta-function ζ(s), s = σ + it, is universal in the Voronin
sense, that is, its shifts ζ(s + iτ), τ ∈ R, approximate a wide class of analytic functions. We will
focus on the discrete universality of ζ(s), when τ takes values from a certain discrete set (e.g.,
from an arithmetic progression). The simplest discrete result was given by B. Bagchi [1] for the set
{kh : k ∈ N0}, N0 = N ∪ {0}, where h > 0 is a fixed number. His result has been extended by
A. Dubickas and A. Laurinčikas in [2] for the sequence {kαh : k ∈ N0} with a fixed α, 0 < α < 1.

The aim of this talk is a generalization of the mentioned A. Dubickas and A. Laurinčikas’ result.
More precisely, we will present the discrete universality of ζ(s) [3] for the class X of sequences
{xk : k ∈ N} ⊂ R satisfying the following hypotheses:

1. {axk} is uniformly distributed modulo 1 for all real a 6= 0;

2. 1 ≤ xk ≤ k for all k ∈ N;

3. for 1 ≤ k, m ≤ N , k 6= m, the inequality

|xk − xm| ≥
1

yN

holds with yN > 0 satisfying yNxN � N .

Theorem 1. Suppose that the sequence {xk : k ∈ N} ∈ X. Let K ⊂
{
s ∈ C : 1

2 < σ < 1
}

be a
compact subset with connected complement, and let f(s) be a continuous non-vanishing function on
K which is analytic in the interior of K. Then, for every h > 0 and ε > 0,

lim inf
N→∞

1

N
#

{
1 ≤ k ≤ N : sup

s∈K

∣∣ζ(s+ ixkh)− f(s)
∣∣ < ε

}
> 0.
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[2] A. Dubickas and A. Laurinčikas. Distribution modulo 1 and the discrete universality of the Riemann zeta-function.
Abh. Math. Semin. Univ. Hamb., 86 (1):79–87, 2016.
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Chemovirotherapy is a combination therapy with chemotherapy and oncolytic viruses. It is gain-
ing more interest and attracting more attention in the clinical setting due to its effective therapy
and potential synergistic interactions against cancer. In this paper, we develop and analyse a math-
ematical model in the form of parabolic non-linear partial differential equations to investigate the
spatiotemporal dynamics of tumour cells under chemovirotherapy treatment. The proposed model
consists of uninfected and infected tumour cells, a free virus, and a chemotherapeutic drug. The
analysis of the model is carried out for both the temporal and spatiotemporal cases. Travelling
wave solutions to the spatiotemporal model are used to determine the minimum wave speed of
tumour invasion. A sensitivity analysis is performed on the model parameters to establish the key
parameters that promote cancer remission during chemovirotherapy treatment. Model analysis of
the temporal model suggests that virus burst size and virus infection rate determine the success
of the virotherapy treatment, whereas, travelling wave solutions to the spatiotemporal model show
that tumour diffusivity and growth rate are critical during chemovirotherapy. Simulation results
reveal that chemovirotherapy is more effective and a good alternative to either chemotherapy or
virotherapy, which is in agreement with the recent experimental studies.
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The present talk considers a simplified model taking into account the interplay of compressible,
laminar, axisymmetric flow and the electrodynamical effects due to Lorentz force’s action on the
combustion process in a cylindrical pipe.
The flow with axial, radial and azimuthal components uz, ur, uφ of velocity is developed. The
circulation v = ruφ of azimuthal velocity with rotation of tube inlet’s part is formed. Similar
experiment is considered in [1].
The combustion process with Arrhenius kinetics is modelled by a single step exothermic chemical
reaction of fuel and oxidant. Direct electric current with the meridian components of the uniform
distribution of current density is fed to 2 axially-symmetric conductor-electrodes(the walls of the
pipe and the central part of the pipe). In the ionized gas an electric current creates the azimuthal
component Bφ of the induced magnetic field, which creates axial Fz and radial Fr components of
the electromagnetic force.
We analyze following non-stationary PDEs with 7 unknown functions ρ, ur, uz, v, T, C,Bφ :
∂ρ
∂t + ur

∂ρ
∂r + uz

∂ρ
∂z + ρ

r
∂(rur)
∂r + ρ∂uz∂z = 0, ∂ur

∂t + ur
∂ur
∂r + uz

∂ur
∂z −

v2

r3 = − ∂p
ρ∂r + Fr,

∂uz
∂t + ur

∂uz
∂r + uz

∂uz
∂z = − ∂p

ρ∂z + Fz,
∂v
∂t + ur

∂v
∂r + uz

∂v
∂z = 0,

∂T
∂t + ur

∂T
∂r + uz

∂T
∂z = λ

ρcp
∆T + B̃

cp
A C exp(− E

RT ), ∂C
∂t + ur

∂C
∂r + uz

∂C
∂z = D

ρ ∆C −A C exp(− E
RT ),

∂(Bφ)
∂t +

∂(urBφ)
∂r +

∂(uzBφ)
∂z = νm∆∗Bφ,

where ∆q,∆∗Bφ are the direct and conjugate Laplace operators (q = T ;C), T, C, ρ,D, νm, λ, cp are
the temperature, mass fraction of the fuel, density, molecular diffusivity, magnetic viscosity, thermal
conductivity and the specific heat,
B̃, A,E,R are the specific heat release, reaction-rate pre-exponential factor, activation energy and
the universal gas constant.For pressure we consider the ideal gas law p = RTρ/M ′, where M ′ is the
molar mass for O2.
For the inviscid flow approximation we use the implicit FDS in time with upwind differences in
space. For solving the discrete problem we use the ADI method of Douglas and Rachford 1 .
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By the Voronin theorem and its generalizations, it is known that a wide class of analytic functions
can be approximated by shifts of zeta-functions. More precisely, the set of shifts approximating a
given analytic function has a positive lower density. The results of such a type are called universality
theorems. We obtain modified universality theorems which are stated in terms of a positive density
with one exception related to the accuracy of approximation. Modified universality theorems for the
Riemann zeta-function ζ(s), s = σ + it, were obtained in [1] and [4], for the Hurwitz zeta-function
ζ(s, α) in [2], and joint theorems for ζ(s) and ζ(s, α) in [3]. As an example, we state a modified
joint discrete theorem for ζ(s) and ζ(s, α).

Let D =
{
s ∈ C : 1

2 < σ < 1
}

, K be a class of compact subsets of the strip D with connected
complements, H(K), K ∈ K, be the class of continuous functions on K which are analytic in the
interior of K, and let H0(K), K ∈ K, be the subclass of H(K) of non-vanishing functions on K.

Theorem 1. Suppose that the set
{

(log p : p ∈ P), (log(m+ α) : m ∈ N0), πh
}

is linearly independent
over the field of rational numbers. Let K1,K2 ∈ K and f1(s) ∈ H0(K1), f2(s) ∈ H(K2). Then the
limit

lim
N→∞

1

N + 1
#

{
0 6 k 6 N : sup

s∈K1

|ζ(s+ ikh)− f1(s)| < ε,

sup
s∈K2

|ζ(s+ ikh, α)− f2(s)| < ε

}
> 0

exists for all but at most countably many ε > 0.
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Let s = σ + it be a complex variable, α ∈ [0, 1] and λ ∈ R be fixed parameters. The Lerch
zeta-function L(λ, α, s) is defined, for σ > 1, by the series

L(λ, α, s) =

∞∑
m=0

e2πiλm

(m+ α)s
,

and is meromorphically continued to the whole complex plane. For λ ∈ Z, the function L(λ, α, s)
reduces to the Hurwitz zeta - function ζ(s, α).

The function L(λ, α, s), as the majority of classical zeta and L-function is universal for some classes
of the parameters λ and α in the sense that its shifts L(λ, α, s + iτ), τ ∈ R, approximate a wide
class of analytic functions. Let L(α) =

{
log(m+ α) : m ∈ N0 = N ∪ {0}

}
. In [1], an universality

theorem for L(λ, α, s) with α such that the set L(α) is linearly independent over the field of rational
numbers has been obtained. This report is denoted to a discrete version of the mentioned theorem.

Let D =
{
s ∈ C : 1

2 < σ < 1
}

, K be the class of compact subsets of D with connected comple-
ments, and let H(K) with K ∈ K be the class of continuous functions on K which are analytic in
the interior of K. Denote by #A the cardinality of the set A. Then the following assertion is true.

Theorem 1. Suppose that h > 0 and α ∈ (0, 1] are fixed numbers such that the set
{

(log(m + α) :

m ∈ N0), πh
}

is linearly independent over Q. Let K ∈ K and f(s) ∈ H(K). Then, for every ε > 0
and λ ∈ (0, 1],

lim inf
N→∞

1

N + 1
#

{
0 6 k 6 N : sup

s∈K
|L(λ, α, s+ ikh)− f(s)| < ε

}
> 0.

For the proof of Theorem 1, a probabilistic approach is applied.
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Let α, 0 < α ≤ 1, be a fixed parameter, and let a = {am : m ∈ N0 = N ∪ {0}} be a periodic
sequence of complex numbers. The periodic Hurwitz zeta-function ζ(s, α; a), s = σ + it, is defined,
for σ > 1 , by the series

ζ(s, α; a) =

∞∑
m=0

am
(m+ α)s

,

and is meromorphically continued to the whole complex plane. As the majority of zeta-functions,
the function ζ(s, α; a) is universal in the Voronin sense: its shifts ζ(s+ iτ, α; a), τ ∈ R, approximate
analytic functions from a wide class.

Let D = {s ∈ C : 1
2 < σ < 1}. Denote by H(D) the space of analytic functions on D endowed

with the topology of uniform convergence on compacta. In the report, we consider universality of
composite functions F (ζ(s, α; a)) for some classes of operators F : H(D) → H(D). We give one
example. Let a1, . . . , ar ∈ C, and

Ha1,...,ar (D) = {g ∈ H(D) : (g(s)− aj)−1 ∈ H(D), j = 1, . . . , r}.

Moreover, let K be the class of compact subsets of D with connected complements, and H(K),
K ∈ K, denote the class of continuous functions on K which are analytic in the interior of K. Then
the following assertion is true.

Theorem 1. Suppose that α is a transcendental, and that F : H(D) → H(D) is a continuous
operator such that F (H(D)) ⊃ Ha1,...,ar (D). For r = 1, let K ∈ K, f(s) ∈ H(K) and f(s) 6= a1 on
K. For r ≥ 2, let K ⊂ D be an arbitrary compact set, and f(s) ∈ Ha1,...,ar (D). Then, for every
ε > 0,

lim inf
T→∞

1

T
meas

{
τ ∈ [0, T ] : sup

s∈K

∣∣F (ζ(s+ iτ, α; a))− f(s)
∣∣ < ε

}
> 0.

Other universality results can be found in [1].
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Infinite Prandtl number convection is modeled by a non-local heat equation obtained from the
Navier-Stokes-Boussineq equations without an inertial term

Tt +R
[
∇⊥(∆−2Tx)

]
· ∇T = ∆T + f(x, z) (1)

where T (x, z) is the dimensionless temperature, f is a periodic and mean zero distributed internal
heating source and sink, and R is the Rayleigh number which is a dimensionless measure of the
heating strength. Previous numerical studies have examined periodic configurations to allow use of
the Fourier transform to easily solve this equation[1; 2; 3; 4]. Here, a mean zero forcing is used so
that relevant quantities remain bounded for long times. A proxy Nuh for measuring effective heat
transport is

1 ≤ Nuh =
‖∇−1f‖2(
‖∇T‖22

) 1
2

. C +R 1
2
‖∇f‖

1
2∞‖∇−1f‖2

4π2‖f‖
1
2
2

(2)

where · is a time average. Simulations with various choices of f give results for which Nuh scales
with Rα for 0 ≤ α ≤ 0.5.
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The present paper attempts to reconstruct what goes inside the black box of the fixed proportions
production function. The approach is based on an idea that the conversion of inputs to outputs
in an economy occurs in much the same manner as does the conversion of substrates into different
molecules in enzyme-catalyzed biochemical reactions. Indeed, in a living cell, a substrate molecule
binds to an enzyme to form a substrate-enzyme complex. The complex then breaks up into a product
and the original enzyme, which can then catalyze a new reaction. In any link of a production chain,
tools and equipment play role of enzymes. Assuming that when two or more factors of production are
involved in an interaction step, the rate of process is proportional to the product of their amounts,
the differential equations corresponding to a two-resource, one-product technology would be

dx1/dt = r1 − a1ux1x2 − q1x1,

dx2/dt = r2 − a2ux1x2 − q2x2,

du/dt = bv − aux1x2,

dv/dt = aux1x2 − bv,
dp/dt = hv.

Here t means time, xi represents the total amount of ith resource, u and v are the respective numbers
of pieces of unloaded and loaded equipment, p is the total amount of the product, the constant ri
defines the feed rate of ith resource, ai is the capture rate of a unit of ith resource by a piece of
equipment per unit of the complementary resource j, qi is the loss rate of ith resource, a is the
rate of loading of each individual piece of equipment per pair of units of the inputs, b is the rate of
discharge of a piece of equipment, and h is the rate of production of a unit of the commodity. All
parameters in the model are nonnegative. Besides, the total of busy and idle pieces of equipment is
a constant: u+ v = u0.

It is reasonable that the loading and unloading of equipment is much faster than other rates. The
presence of two time scales in the model enables to reduce it to a singularly perturbed system with
small parameter ε = a1u0(r2/(r1ab))

1/2 � 1 at the time derivative of the normalized equipment
variable.

Assuming the weakness of the resource outfluxes, q1q2 � a1a2bu
2
0/a, we can carry out the complete

stability analysis for all three possible steady-state modes of operation of the model. The results
show that the output would be proportional to min{ar1/(a1u0b), ar2/(a2u0b), 1}. In other words,
the output is controlled not by the total influx of resources available, but by the scarcest resource
(limiting factor). Saturation naturally results from the limited number of equipment pieces and the
limited rate at which they can operate. And this is exactly what the Leontief production function
is all about.

The results can be extended to multiple resources and production chains.
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The paper deals with a simulation of an elastic wave in homogenous isotropic embedded waveguide
with generic cross-section using semi analytical finite element (SAFE) formulation. The wave is
considered a travelling displacement field in the waveguide as a result of forcing excitation and is
expressed via modes superposition [1]:

u(y, x, z, t) = N(x, y)

N∑
m=1

−WmPvm
WmBVm

ei(km(z−z0)−ωt) (1)

The solutions for modes are obtained solving SAFE governing eigen problem. Attenuation of the
medium in SAFE framework differently from prior researchers is simulated via Rayleigh damping.
It is shown, that severe damping is not properly supported by the SAFE formulation. Presented
SAFE framework includes assumptions

k ≈ k∗ (2)

that allow to simplify the governing equation, which is generally accepted by many researchers.
However, evidence is found, that the governing equation likely doesnt properly support moderate
and heavy damping. Further research is required to explore possibilities of extending the framework
to fully accept general linear damping.
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For a given grid ∆ of knots a = x0 < x1 < ... < xn = b we consider the spline space Xm(∆) =
{S ∈ Cm−1[a, b]

∣∣S : [xi−1, xi] → R is a polynomial at most degree m for each i = 1, ..., n}. Let

Xp,m(∆) = {S ∈ Xm(∆)
∣∣S(j)(a) = S(j)(b), i = 0, ...,m − 1} be the space of periodic splines. Then

dimXm(∆) = n+m and dimXp,m(∆) = n. The periodic histopolation problem consists of finding
S ∈ Xp,m(∆) such that with hi = xi − xi−1

xi∫
xi−1

S(x)dx = hizi, i = 1, ..., n,

for given numbers zi. This problem is equivalent to the interpolation problem of finding S̄ ∈
Xm+1(∆) such that S̄(j)(a) = S̄(j)(b), j = 1, ...,m, S̄(xi) = yi, i = 0, ..., n, where yi = yi−1 + hizi,
i = 1, ..., n, y0 ∈ R is chosen arbitrarily. Then we get S as the derivative S̄′ of S̄. Generally, it may
be that S̄ does not belong to Xp,m+1(∆).

There are classical works by Meinardus, Merz and ter Morsche from 1974 about the existence and
uniqueness of solution for the periodic interpolation problem in the case of equidistant knots. Some
works treat the problem of interpolation or histopolation for general grid and for particular spline
degree, e. g., Kobza and Ženčák 1997, at histopolation for m = 4 but with definite existence and
uniqueness results only for uniform grid. We will discuss the existence and uniqueness problem in
general case for arbitrary n and m.
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It is very difficult to predict results of experimental studies that have been obtained for a specific
fuel mixture to the biomass mixtures with different elemental and chemical composition of compo-
nents. Therefore a more fundamental research with mathematical modeling and numerical analysis
of the processes is required to understand the main mechanisms determining the development of
the gasification/combustion characteristics of biomass mixtures. [1]

In this study we focus on the combustion characteristics of the biogas, where the main combustible
volatiles are CO and H2 . The experimental section of this study has demonstrated that the rate
of formation of the volatile gases in the gasifier depends on the stage of gasification process as well
as the composition of the biomass. The production of heat and emissions in the burner section is
controlled by the composition and mass flow rate of the volatile gases. We develop a model in the
environment of ANSYS Fluent CFD package, two exothermic reactions for combustion of H2 and
CO are used.

The simulations give an insight in the combustion process, giving the temperature and velocity
distributions in the flame. Further studies are required to couple the gasification stage to the
combustion stage.

REFERENCES
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We investigate the linear system of first order ordinary differential equations with nonlocal con-
ditions

d ui
dx

=

n∑
j=1

aij(x)uj + fi(x), i = 1, n, x ∈ [0, 1],

n∑
i=1

〈Lki, ui〉 = gk, k = 1, n,

where ui ∈ C1[0, 1], fi ∈ C[0, 1], gk ∈ R, Lki ∈ C∗[0, 1], aij ∈ C[0, 1], i, j, k = 1, n.
Green’s matrices, their explicit representations and properties are considered as well. We present

the relation between the Green’s matrix for the system with nonlocal conditions and the Green’s
function for the differential equation with nonlocal conditions

u(n) + an−1(x)u(n−1) + . . .+ a1(x)u′ + a0(x)u = f(x), x ∈ [0, 1],

〈Lk, u〉 :=

n∑
i=1

〈Lki, u(i−1)〉 = gk, k = 1, n,

where aj , f ∈ C[0, 1], j = 0, n− 1, and Lki ∈ C∗[0, 1], gk ∈ R, i, k = 1, n.
Several examples are also given.
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We discuss a question about construction of fast solvers for weakly singular Fredholm integral
equations of the second kind

u(x) =

∫ 1

0

(a(x, y) | x− y |−ν +b(x, y))u(y)dy + f(x), 0 ≤ x ≤ 1, (1)

where 0 < ν < 1, a, b ∈ C2m([0, 1]× [0, 1]), f ∈ Cm,ν(0, 1), i.e. f ∈ C[0, 1] ∩ Cm(0, 1) and

‖ f ‖Cm,ν := max
0≤x≤1

| f(x) | +
m∑
k=1

sup
0<x<1

(x(1− x))k−1+ν | f (k)(x) |<∞.

We also assume that the corresponding homogeneous integral equation has in C[0, 1] only the trivial
solution u = 0. Then equation (1) has a solution u ∈ Cm,ν(0, 1) which is unique in C[0, 1].

By a fast (C,Cm,ν) solver of equation (1) we mean a solver which produces approximate solutions
un, n ∈ N, such that

• given the values of a, b and f at not more than n? points depending on the solver (with n? →∞
as n→∞), the parameters of un can be determined at the cost of γmn? arithmetical operations
and an accuracy

‖ u− un ‖∞ := sup
0≤x≤1

| u(x)− un(x) |≤ cmn−m? ‖ f ‖Cm,ν

is achieved where u is the solution of (1);

• having the parameters of un in hand, the value of un at any point x ∈ [0, 1] is available at the
cost of γ′m operations;

Here the constants cm, γm, γ′m are independent of f and n.
We reduce (1) to a periodic problem and use ideas of [1].
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We consider a nonlocal nonlinear partial differential equation modelling moisture distribution
(denoted by u = u(x, t))

∂αt u =
(
D(u)ux

)
x
, x > 0, t > 0, 0 < α < 1,

with initial-boundary conditions

u(0, t) = 1, u(x, 0) = 0, x > 0, t > 0.

Here, the operator ∂αt is the Riemann-Liouville fractional derivative taken with respect to the time
t. Looking for a self-similar solution u(x, t) = U(xt−α/2) leads to an ordinary integro-differential
equation (

D(U)U ′
)′

=
1

Γ(1− α)

[
(1− α)− α

2
η
d

dη

]
FαU, 0 < α < 1,

where we have defined the Erdélyi-Kober type operator

FαU(η) :=

∫ 1

0

(1− s)−αU
(
ηs−

α
2

)
ds.

We will present several results concerning existence, uniqueness, approximations and inverse prob-
lems associated with the above problem. Some of them can be found in our works [1; 2].
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The problem of the propagation of magnetic fields through magnetizable material media, in
particular, through curvilinear shields and shells of various shapes is of great theoretical and practical
interest. At present, active numerical studies of the shielding of magnetic fields by solid thin-walled
shells are carried out. However, the shielding capabilities of magnetic fluids with nonlinear magnetic
properties, have not been studied up to now.

The problem on the shielding of external uniform magnetic field by means of a cylindrical thick-
walled magnetic-fluid layer is considered in this work. The coupled problem consists of three mag-
netostatics subproblems for the magnetic potential – the linear subproblems in inner and outer
nonmagnetic domains, and the nonlinear subproblem in the magnetic fluid layer. The subproblems
are related to each other by the transmission conditions on the interfaces between magnetic and
nonmagnetic media. The linear subproblems are described by the Laplace equation. Therefore, the
boundary element method [1] is used to solve the linear subproblems, which is the most effective in
this case. The boundary element method does not need a mesh in the inner and outer nonmagnetic
domains and exactly satisfies the condition at the infinity. The nonlinear subproblem for the mag-
netic potential in the magnetic-fluid layer is formulated in polar coordinates and approximated on
a uniform mesh by the finite-difference approach with the second order.

We organized the computational process in the form of an iterative algorithm. Three mesh
problems are solved with respect to the magnetic potential independently of each other at every
iteration. Two linear systems of the boundary-element equations are solved by the Gaussian elimi-
nation method and the nonlinear difference problem for the potential in the magnetic-fluid layer –
by the iterative Seidel-type method.

The efficiency of the magnetofluid shield is determined by the efficiency coefficient Kef which
shows how many times the external magnetic field reduces in the inner region. The influence of the
initial magnetic fluid susceptibility and the thickness of the magnetofluid layer on the coefficient Kef

over a wide range of magnetic field strength is investigated. It is established that the magnetofluid
shields can be effective in weak and moderate magnetic fields with the intensity of < 105 A/m.

The author is grateful to the Belarusian state research program ,,Convergence 2020” for the
financial support of this research within the framework of the project 1.5.01.3.
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The restricted many-body problem is a well-known model of Celestial Mechanics (see, for exam-
ple [1]). This abstract deals with a special case of the restricted four-body problem, where three
bodies P0, P1, and P2 of masses m0, m1, and m2, respectively, move uniformly in circular orbits
around their common center of mass and their configuration is always collinear. The fourth body
P3 having negligible mass does not influence the motion of the three primaries and moves in their
gravitational field. Note that another restricted four-body problem formulated on the basis of the
Lagrange triangular configurations was completely investigated in [2; 3].

In the rotating coordinate system the simplest solution of the equations of motion determines
equilibrium positions of the body P3, while the most massive body P0 is located at the origin, and
the x coordinates of the bodies P1, P2 are equal to 1 and a, respectively. Searching these equilibrium
positions for any values of the two system parameters µ1 = m1/m0, µ2 = m2/m0 includes two steps.
First, we have to solve the equation

1 + µ1 + µ2

(
a

|a|3
+

1− a
|1− a|3

)
=
µ1

a

(
1 +

a− 1

|a− 1|3

)
+

1 + µ2

|a|3
= κ , (1)

and find equilibrium coordinate a of the body P2. Second, we solve a system of two equations

κx− µ1 − µ2
|a|
a3
− x

(x2 + y2)3/2
− µ1(x− 1)

((x− 1)2 + y2)3/2
− µ2(x− a)

((x− a)2 + y2)3/2
= 0 ,

y

(
κ− 1

(x2 + y2)3/2
− µ1

((x− 1)2 + y2)3/2
− µ2

((x− a)2 + y2)3/2

)
= 0 . (2)

Note that solutions of equations (1), (2) cannot be found in analytical form. To separate and
find different solutions we have to combine symbolic and numerical calculations. As a result, we
have found 18 equilibrium configurations of the system and investigated their behavior for different
values of parameters µ1, µ2. Computational problems arising in this study are discussed in detail.
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This paper presents a problem-oriented approach to the numerical simulation of elastic wave
propagation in media with small-scale heterogeneities. This property requires a special treatment
increasing the computational complexity of an algorithm. At the same time, such formations typ-
ically fill relatively small volume of the model, thus the local use of such refinement can speed-up
the simulation essentially. In the paper we discuss both mathematical and numerical aspects of the
hybrid algorithm paying most attention to its parallel implementation. At the same time essential
efforts are spent to couple different equations and, hence, different finite-difference stencils to de-
scribe properly the different nature of elastic wave propagation in different areas. The main issue
in the coupling is to suppress numerical artifacts down to the acceptable level.

The main purpose of the algorithm is to study scattering and diffraction of elastic waves by
clusters of small scale heterogeneities. In such a situation, a detailed description of each fracture
is impossible. Hence we assume that the reservoir model is given on a sufficiently fine grid, which
possesses grid steps of the size of several centimeters. A typical seismic wave has a wavelength
of about several dozen meters, with the grid steps of the background model being about several
meters. Thus, a local mesh refinement is used to perform the full waveform simulation of long
wave propagation through the medium with a fine structure. As a result, the problem of simulation
of seismic wave propagation in models containing small-scale structures becomes a mathematical
problem of the local time-space mesh refinement.

The use of the local space-time grid stepping makes difficult to ensure a uniform work load for
processors in the domain decomposition. The parallel computation is implemented using two groups
of processors. The 3D heterogeneous environment (a coarse grid) is placed on one group, while the
fine mesh describing the reservoir is distributed in the other group. There is a need for interactions
between processors within each group and between the groups as well. The data exchange within a
group is done via faces of the adjacent subdomains by non-blocking iSend/iReceive MPI procedures.
The interaction between the groups is designed for coupling a coarse and a fine grids.

From coarse to fine. The processors aligned to a coarse grid are grouped along each of the faces
contacting the fine grid. At each of the faces, Master Processor (MP) gathers the computed current
values of stresses/displacements, applies the FFT and sends a part of the spectrum to the relevant
MP on a fine grid. All the subsequent data processing, including interpolation and inverse FFT,
are performed by the relevant MP in the fine grid group. Subsequently, this MP sends interpolated
data to each processor in its subgroup.

From fine to coarse. Processors from the second group compute the solution on the fine grid.
For each face of the fine grid block a MP is identified. This MP collects data from a relevant face,
performs the FFT, and sends a part of the spectrum to the corresponding MP of the first group
(a coarse grid). Formally, the FFT can be excluded and the data to be exchanged can be obtained
as a projection of the fine grid solution onto the coarse grid, however the use of truncated spectra
decreases the amount of data to be exchanged and ensures stability as it suppress high frequencies.
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Let s = σ + it be complex variable, a = {am : m ∈ N0 = N ∪ {0}} be a periodic sequence of
complex numbers, and α, 0 < α ≤ 1, be a fixed parameter. The periodic Hurwitz zeta-function
ζ(s, α; a) is defined, for σ > 1, by the series

ζ(s, α; a) =

∞∑
m=0

am
(m+ α)s

,

and is meromorphically continued to the whole complex plane.
We characterize the asymptotic behaviour of the function ζ(s, α; a) by limit theorem on the weak

convergence of probability measures on the complex plane. The properties of the function ζ(s, α; a)
depend on the arithmetic of the parameter α. We consider separately the cases of transcendental,
rational and algebraic irrational α. In all limit theorems, the limit measures are explicitly given.
Moreover, two types, continuous and discrete, of limit theorems are considered. The main results
are published in [1], [2], [3], [4], [5] and [6].
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Two ordinary differential equation models of the two-component networks [1] are considered. The
comparison is made of the model appearing in the work [3]{

x′1 = k1h(x2,Θ2, µ2)− γ1x1,
x′2 = k2h(x1,Θ1, µ1)− γ2x2,

(1)

where h(x,Θ, µ) =
Θµ

xµ + Θµ
, and the model that has been studied in [2]


x′1 =

1

1 + e−µ(−x2−θ)
− x1,

x′2 =
1

1 + e−µ(−x1−θ)
− x2.

(2)

We study configurations of critical points and their dependence on parameters. These combi-
nations of critical points are interpreted as attractors. Illustrations and examples are considered
also.
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Let us consider the Fuč́ık equation

−x′′ = µx+ − λx−, t ∈ [0, 1], (1)

with classical boundary conditon in the left side and nonlocal integral boundary condition in the
right side of the interval

x(0) = 0, (2)

x(1) = γ

∫ ξ

0

x(s)ds (3)

with the parameters µ, λ, γ ∈ R and ξ ∈ [0, 1]. The Fuč́ık type spectrum for the problem (1)-(2) and
nonlocal integral condition with ξ = 1 was investigated in [1]. The spectrum of the Sturm-Liouville
problem with boundary conditions (2)-(3) was analysed in [2].

In this study we investigate the separate cases of the problem (1) - (3) for the particular values
of nonlocality parameters ξ and γ. There are presented analytical expressions and graphs of Fuč́ık
type spectrum in all investigated cases.
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Effective numerical methods for solving the Cauchy problem in the case of a system of regular
ordinary differential equations are well developed (see, e.g., [1] – [5] and the references therein).
However, in the case of singularly perturbed ordinary differential equations, i.e., equations with a
perturbation parameter ε multiplying the derivatives where the parameter ε takes arbitrary values
in the subinterval (0, 1], these methods are unapplicable because the boundary layer appearing in
the solution.

In the talk, we consider the development of a reliable difference scheme, i.e., a scheme convergent
ε-uniformly, for the Cauchy problem for a system of two singularly perturbed ordinary differential
equations. The reliable difference scheme is constructed on a special grid, which is piecewise-
uniform in x, condensed in a neighborhood of the boundary layer. It is established that such a
scheme converges ε-uniformly in the maximum norm at the rate of O(N−1lnN) as N →∞, where
N is the number of grid intervals in x.

Justification of ε-uniform convergence of the schemes carried out with the use of derived a priori
estimates for the regular and singular components of the problem solution.

This research was partially supported by the Russian Foundation for Basic Research under grant
No. 16-01-00727.
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In the talk, a model Cauchy problem is considered for a singularly perturbed ordinary differential
equation with constant coefficients

Lu(x) ≡ ε a d

dx
u(x) + b u(x) = f(x), x ∈ D, u(x) = ϕ, x ∈ Γ; (1)

a, b > m, x ∈ D; D = D ∪ Γ, D = (0 < x ≤ d], Γ = {x = 0}.

Here ε is a perturbation parameter, ε ∈ (0, 1]. For small values of the parameter ε, a boundary
layer of width O(ε) appears in the solution of this problem. We are interested in the behavior of
grid solutions of this problem, namely, the behavior of its errors depending on the number of grid
nodes and the parameter ε.

For a given model Cauchy problem, a standard difference scheme on a uniform grid and a special
difference scheme on a piecewise-uniform grid are constructed and investigated. Numerical experi-
ments have shown that the solution of the standard difference scheme on a uniform grid does not
converge ε-uniformly in the maximum norm while the solution of the special difference scheme on
a piecewise-uniform grid converges ε-uniformly in the maximum norm at the rate of O(N−1lnN)
as N →∞, where N is the number of grid intervals in x. Results of the numerical experiments are
consistent with the theoretical results.

The results of this study are basic for the development of ε-uniformly convergent difference
schemes for a system of two singularly perturbed ordinary differential equations.

This research was partially supported by the Russian Foundation for Basic Research under grant
No. 16-01-00727.
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Let s = σ + it be a complex variable, and a = {am : m ∈ N} be a periodic sequence of complex
numbers. The periodic zeta-function ζ(s; a) is defined, for σ > 1, by the Dirichlet series

ζ(s; a) =

∞∑
m=1

am
ms

,

and is meromorphically continued to the whole complex plane.
In [1], a weighted universality theorem on the approximation of a wide class of analytic functions

was obtained. Our report is devoted to a discrete version of the above theorem.
Suppose that the function w(u) is such that

lim
N→∞

VN = lim
N→∞

N∑
k=1

w(k) = +∞,

moreover, w(u) has a continuous derivative w′(u) for u > 1 such that∫ N

1

u|w′(u)|du� VN .

Let IA denote the indicator function of A ⊂ R, K be the class of compact subsets of the strip{
s ∈ C : 1

2 < σ < 1
}

, and H0(K), K ∈ K, be the class of continuous non-vanishing functions on K
which are analytic in the interior of K. Then the following theorem is true.

Theorem 1. Suppose that the function w(u) satisfies the above hypotheses, the sequence a is mul-
tiplicative, and that α, 0 < α < 1, and h > 0 are fixed. Let K ∈ K and f(s) ∈ H0(K). Then, for
every ε > 0,

lim inf
N→∞

1

VN

N∑
k=1

w(k)I{
k: sup
s∈K
|ζ(s+ikαh;a)−f(s)|<ε

}(k) > 0.
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[1] R. Macaitienė, M. Stoncelis and D. Šiaučiūnas. A weighted universality theorem for periodic zeta-functions. Math.
Modell. Analysis, 22 (1):95 – 105, 2017.

62



Abstracts of MMA2017, May 30 - June 2, 2017, Druskininkai, Lithuania

c© VGTU, 2017

INVESTIGATION OF SPECTRUM CURVES FOR
STURM–LIOUVILLE PROBLEM WITH TWO-POINT
NONLOCAL BOUNDARY CONDITION
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Let us investigate the Sturm–Liouville problem

−u′′ = λu, t ∈ (0, 1), (1)

with one classical (2) and the second two-point (3) nonlocal boundary condition

u(0) = 0, (2)

u(1) = γu′(ξ), (3)

with parameters γ ∈ R and ξ ∈ (0, 1).
Characteristic function for Sturm–Liouville problem with one classical and other nonlocal two-

point boundary conditions is analysed in the papers [3; 4]. In these papers investigated constant
eigenvalue point, complex and real characteristic functions. The critical points for such type nonlocal
boundary problems are less investigated, but they are important for numerically analysis of complex
eigenvalues and spectrum curves in complex plane. In the papers [1; 2; 5] the similar problems critical
points is investigated for nonlocal two-point or integral boundary conditions.

We analyze Sturm–Liouville problem and investigate how distribution of the critical points of
spectrum of this problem depends on the parameters γ and ξ of the nonlocal boundary conditions.
Many results are presented as a graphs of characteristic functions and spectrum curves.
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We consider the numerical solution of problems defined by the fractional powers of elliptic opera-
tors [1]. In recent decades, popularity of fractional-order models is constantly increasing. Fractional-
order derivatives and operators are successfully applied in various problems of physics, chemistry,
biochemistry, biology, hydrology, image processing and finance. Fractional-order operators are able
to describe anomalous behaviours of various materials, which are in between the ideal solids and
Newtonian fluids, such as granular materials, colloids, polymers, emulsions, sediments, biological
materials, multiphase fluids, and others. The behaviour of these materials often does not obey to
the standard gradient laws, such as, Fick’s law of diffusion, Fourier’s law of heat conduction, New-
ton’s law of viscosity, Darcy’s law of a fluid flow through the porous medium. The fractional-order
models appear to be more adequate than the standard models in the description of the long range
interactions, memory and hereditary properties of different substances.

Let Ω be a bounded domain in Rn, n ≥ 2 with a boundary ∂Ω. Given a function f = f(~x), we
seek function u = u(~x) such that

Lβu = f, ~x ∈ Ω (1)

with some boundary conditions on ∂Ω, fractional power 0 < β < 1 and the elliptic operator:

Lu = −
n∑
j=1

∂

∂xj

(
k(~x)

∂u

∂xj

)
.

There are several definitions of fractional powers of elliptic operators. One of the most popular
is definition through the spectral decomposition. Let us denote by {φk}, k = 1, 2, . . . , N the
orthonormal basis (for convenience, here we restrict to the case of finite number of modes typical
for discrete approximations)

Lφk = λkφk.

Then the fractional powers of the elliptic operator are defined by [2]

Lβu =

N∑
k=1

λβkwkφk, (2)
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where wk = (u, φk). The direct computational implementation of this definition is very expensive.
It requires the computation of all eigenvectors and eigenvalues of large matrices. Such spectral
numerical algorithm can be used for practical computations if the fractional power of Laplace op-
erator is solved in a rectangular domain, when the basis functions are known in advance and FFT
techniques can be applied.

In our work, we employ different transformations of non-local problem with fractional power of
Laplacian operator into some local differential problems:

• elliptic problem with a degenerate or singular weight [2];

• pseudo-parabolic problem [3];

• integral representation using standard Laplacian operator [4];

• transformation using the best uniform rational approximation [5].

The advantage of this approach is that due to the common use of partial differential equations
of such types their numerical solution methods are well developed. The software packages for their
numerical solution (including parallel multigrid methods) are subject to a long-time development
and permanent improvements.

We develop discrete schemes for the numerical solution of obtained local differential problems
using the finite volume method. Three of these problems are formulated in the space of higher
dimension. Thus, application of parallel computing technologies is required. Domain decomposition
and master-slave methods are used for the construction of parallel algorithms. Open source parallel
mutigrid libraries are employed for the numerical solution of obtained linear systems [6].

It is important to note that these transformations lead to very different properties of developed
parallel algorithms. We investigate and compare the scalability and efficiency of these parallel
algorithms. The issues of optimal data partitioning and load balancing are addressed.
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We investigate the second-order problem with two additional Nonlocal Conditions(NC):

Lu := −(p(t)u′)′ + q(t)u = f(t), (1)

〈L0, u〉 = f1, (2)

〈L1, u〉 = f2, (3)

where p(x) ≥ p0 > 0, p ∈ C1[0, 1], q ∈ C[0, 1], L : C2[0, 1] → C[0, 1], Li ∈ (C2[0, 1])∗, i = 0, 1.
Suppose, we know the fundamental system {u0, u1} for the homogeneous differential equation. We
define a determinant:

D(L0, L1)[u0, u1] :=

∣∣∣∣〈L0, u0〉 〈L1, u0〉
〈L0, u1〉 〈L1, u1〉

∣∣∣∣ .
If D(L0, L1)[u0, u1] 6= 0 then an ordinary Green’s function G(t, s) and biorthogonal basis {v0, v1}
for {L0, L1} exist [1].

Corresponding Sturm–Liouville problem is ([2])

Lu = λu, (4)

〈L0, u〉 = 0, (5)

〈L1, u〉 = 0. (6)

Equality D(L0, L1)[u0(λ), u1(λ)] = 0 describes eigenvalues for this Sturm–Liouville problem,
where {u0(λ), u1(λ)} a fundamental system for operator L − λI.

We are analysed problems (1)–(3) and (4)–(6) for various L, L0, L1 and generalized results for
m-order problems.
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An asymptotic analysis of the time dependent three dimensional Navier-Stokes equation in a
thin tube structure [1; 2] leads to two types of equations for the pressure on the graph of the
structure: one of them is a well-known Reynolds equation on the graph with Kirchhoff junction
conditions at the nodes (it appears at the slow time scale) ; another equation is a new one proposed
by G.Panasenko and K.Pileckas in [2; 3]. It corresponds to the fast time scale and couples a one-
dimensional, nonlocal in time problem on the graph with a heat equation in the cross-section of the
tubes. In the present talk, a numerical finite element scheme is proposed for this problem and its
convergence is proved.

The method of asymptotic partial domain decomposition for thin tube structures (finite unions
of thin cylinders) was developed in [1; 2]. Thin structures are some finite unions of thin rectangles
(in 2D settings) or cylinders (in 3D settings) depending on small parameter that is, the ratio of
the thickness of the rectangle (cylinder) to its length. The Navier–Stokes equations are considered
in thin structures with the no-slip boundary condition at the lateral boundary and with the inflow
and outflow conditions with the given velocity. To illustrate the theoretical results some computer
simulations of flows in 2D tube systems are presented. Details of numerical approach and some
technical aspects of asymptotic analysis will be discussed.
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Biomass is a locally available energy resource that can contribute to reduction of greenhouse gas
and pollutant emissions when applied for heat generation, e.g., for district heating. In order to
optimize the management of local resources, biomass pellets are composed of various materials -
wood, wheat straw, rape straw, peat etc. The generation of heat and the emissions strongly depend
on the composition of the biomass as well as on other factors of the gasification and combustion
process [1], [2].

When subjected to high temperature, the solid biomass releases volatile gases through the pyrol-
ysis process of cellulose, hemicellulose and lignin. This study focuses on development of a mathe-
matical model of the pyrolysis that is sensitive on variations in the composition of the wood-straw
mixture and the type of straw and wood used.

The model will be applied in simulations of the combined gasification - combustion process (as in
[3]) and for optimization of the composition of the biomass fuel.
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RADIOTHERAPY
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Saulėtekio av. 11, LT-10223, Vilnius, Lithuania

E-mail: {rc, gerda.jankeviciute, mecislavas.meilunas, olga.suboc}@vgtu.lt
2National Cancer Institute
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A radiation therapy (RT) is one of the most popular methods for the treatment of cancer. Ap-
proximately 45-55% of patients are treated using this method. In contemporary RT a tumor is
defined very accurately applying modern computer tomography scanners and then the radiation
beam can be directed exactly to the tumor region. The biggest challenge is that such a beam is
damaging also human tissues along its path before and behind the tumor. A dose of radiation ob-
tained by tissues behind the tumor can be reduced essentially by selecting appropriate intensity and
energy of ionizing particles. This situation is particularly important when the tumor is positioned
very close to other critical human organs. Despite big cost of hardware and software devices such
a technology is already developed for ion radiation. At the same time for the electron radiation
such a technology is still not developed, though it is well known that electron radiation would have
much better properties in minimizing the damage of radiation to neighbor human organs. As a
consequence patients are not always getting a treatment, which would be much more conservative
for other critical organs during RT process [1]. The task to compute specific thickness and shape
of bolus, adapted to details of the given patient and to select optimal multiple angles of treatment
beams is challenging and very calculation-intensive.

In the report new VGTU- NCI project will be presented, which aim is creation, realization and
verification of mathematical models and algorithms for radiation dose distribution in body tissues
and for bolus geometry optimization. Application of simplified models makes possible to solve
the global optimization problem to construct optimal thickness and shape of bolus, including the
possibility to determine optimal angles of treatment beams. As a starting point we propose to use
Fermi-Eyges-Hogstrom model [2].
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TRUNCATED SVD FOR COMPACT OPERATORS IN
HILBERT SPACES AND ITS APPLICATION IN
INVERSE PROBLEMS OF GEOPHYSICS
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Inverse problems in geophysics usually lead to non linear operator equation B[m] = d with
operator B : M → D mapping a model space M to a data space D. We use modified Newton
technique to resolve this equation:

mk+1 = mk + αk
(
DB[mk]

)†
r
< d−B[mk] > (1)

Here DB is Frechet derivative of the nonlinear map B. Usually this operator is compact and, hence,
has no bounded inverse. To organize iteration process we use r-pseudo inverse constructed on the
base of truncated Singular Value Decomposition (SVD) of compact operator DB:

(
DB[mk]

)†
r
< d >=

r∑
n=1

(d, ψn)D
sn

φn (2)

The following theorem describes regularity of r-pseudo inverse operator:

Theorem 1. Consider two equations Ax = y, Ãx̃ = ỹ with compact operators and right hand sides

‖A− Ã‖ ≤ δ‖A‖, ‖y − ỹ‖ ≤ ε‖y‖.

Let us suppose there is a gap in the singular spectrum of A, 2drδ < 1, dr = ‖A‖ (sr − sr+1)
−1

.
Then r-solutions xr = and x̃r of these equations exist and the following estimation is hold

‖xr − x̃r‖
‖xr‖

≤ s1

sr

(ρ+ τ)(1 + βδ)

1− µr(A)ρ
.

in terms of the following parameters

θ = θr(A, g) =
‖Af[r] − g‖
sr‖f[r]‖

, µr(A) =
s1

sr
, β =

√
2dr√

1− drδ
√

1− drδ
√

1− 2drδ
, ρ = δ(1 + 2β),

τ =
√

1 + θ2

(
ε+

drδ

1− drδ
+

√
2drδ√

1− drδ
√

1− drδ
√

1− 2drδ

)
under constraint

µr(A)ρ < 1.
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CONSTRUCTION OF SOLITARY SOLUTIONS TO
RICCATI EQUATIONS WITH MULTIPLICATIVE AND
DIFFUSIVE COUPLING USING OPERATOR
TECHNIQUES
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With the development of computer algebra software over the recent years, a number of math-
ematical techniques for the construction of analytical solutions to nonlinear ordinary differential
equations (ODEs) and partial differential equations (PDEs) have been introduced. The general-
ized differential operator method is a powerful mathematical tool that can be used to construct
closed-form solitary solutions to differential equations in research fields ranging from astrophysics
to mathematical biology [1; 2].

In this presentation, we consider a system of Riccati equations coupled with both multiplicative
and diffusive terms:

x′t = a0 + a1x+ a2x
2 + a3xy + a4y;

y′t = b0 + b1y + b2y
2 + b3xy + b4x;

x

∣∣∣∣∣
t=t0

= x0; y

∣∣∣∣∣
t=t0

= y0,

(1)

where ak, bk ∈ R, k = 0, . . . , 4. System (1) is used in mathematical biology for the modeling of
population dynamics with the Allee effect [3] and hepatitis C virus evolution [4].

Using the generalized differential operator technique it is shown that system (1) admits both kink
and bright/dark solitary solutions for all initial conditions t0, x0, y0 when certain constraints on
the parameters ak, bk, k = 0, . . . , 4 hold true. The derivation of these constraints, construction of
solitary solutions as well as the dynamics of (1) are addressed in this presentation. It is also shown
that (1) cannot admit solitary solutions of higher order than bright/dark solitons.
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NONLINEAR THERMODIFFUSION IN GASES AT
MODERATE TEMPERATURES
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In earliest papers A.J. Janaviius proposed the nonlinear diffusion equation [1] with the diffusion
coefficient directly proportional to the concentration of impurities. This equation provides a more
exact description of the profiles of impurities in Si crystals. The heat transfer in gases carry a
greater average kinetic energy of gas molecules from hot regions to the coldest ones with a finite
velocity by random Brownian motions. In this case the heat transfer in gases can be described
by using nonlinear thermodiffusion equation for heat transfer when thermodiffusion coefficients
are directly proportional to temperature T . The obtained approximate analytical solutions are
successfully applied for defining temperature profiles and heat transfer coefficients in gases. The
obtained solutions can be applied for practical applications. It has been concluding that heat
spreading in gases depends on temperature differences and pressure in gases. The equation of
thermal conductivity of gases for one-dimensional case with the nonlinear thermodiffusion coefficient
Dn(T ) = DenT proportional to the temperature is written similarity as for diffusion of impurities
[1], [2]

∂T

∂t
= −div(−Dn(T )grad(T )), jp = −Dn(T )

∂T

∂x
,
∂T

∂t
=

∂

∂x

(
Dn(T )

∂T

∂x

)
(1)

Here Den - constant of the proporcionality for nonlinear thermodiffusion coefficient. The maximum
value of similarity variable ξ0, defining a maximum of heat penetration depths x0 , can be expressed
approximately by difference ∆T of source Ts and environment Te temperatures

x0 = ξ0
√

(Det), ξ0 = − 1

a1
(Ts − Te)/Te, ξ0 =

x0√
(DeTet)

=
x0√
(Det)

(2)

The thermodiffusion coefficients De depend on Te and frequencies of molecules collisions in the fron-
tier region. The results show that heat penetration depths and ξ0 [1] are approximately proportional
to ∆T

Te
values.
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[1] A.J.Janavičius. Method for solving the nonlinear diffusion equation. Physics Letters A, 224 159-162, 1997.
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NUMERICAL SOLUTION OF
TIME-DEPENDENT PROBLEMS WITH
FRACTIONAL POWER ELLIPTIC OPERATOR
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An unsteady problem is considered for a space-fractional equation in a bounded domain. A
first-order evolutionary equation involves a fractional power of an elliptic operator of second order.
Finite element approximation in space is employed. To construct approximation in time, standard
two-level schemes are used. The approximate solution at a new time-level is obtained as a solution
of a discrete problem with the fractional power of the elliptic operator. A Pade-type approximation
is constructed on the basis of special quadrature formulas for an integral representation of the
fractional power elliptic operator using explicit schemes. A similar approach is applied in the
numerical implementation of implicit schemes. The results of numerical experiments are presented
for a model two-dimensional problem.
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ON PSEUDO-DIFFERENTIAL EQUATIONS IN
DISCRETE SPACES
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We introduce a class of symbols A(x, ξ) which are defined on Rm × Rm and are periodic on a
variable ξ with the basic cube of periods Tm = [−π, π]m. This defines a discrete pseudo-differential
operator by the formula

(Aud)(x̃) =

∫
Tm

A(x̃, ξ)ũd(ξ)e
ix̃·ξdξ,

where ud is a function of discrete variable x̃ ∈ Zm, ũd is its Fourier transform.
Our main goal is studying solvability for equations with such operators of the following type

(Adud)(x̃) = vd(x̃), x̃ ∈ Dd,

where Dd = D ∩ Zm, D is a domain in Rm.
We introduce corresponding discrete Sobolev–Slobodetskii spaces Hs(Dd), and according to a

local principle first we are interested in studying the invertibility of model operators with symbols
non-depending on x̃ (A(x̃, ξ) ≡ A(ξ)) in canonical discrete domains (D = Rm,Rm+ = {x ∈ Rm : x =
(x′, xm), xm > 0}, Ca+ = {x ∈ Rm : xm > a|x′|, a > 0}).

First the first canonical case Rm one needs the discrete Fourier transform and an appropriate norm
in discrete Hs-space. For the second one Rm+ it is not enough and one adds the theory of periodic
Riemann boundary value problem [3]. Finally the case Ca+ requires a certain multidimensional
variant of periodic Riemann problem [4].

One can note that there are a lot of correspondences between pseudo-differential theory of bound-
ary value problems, the theory of multidimensional difference equations and discrete equations.
Some considerations for certain simplest classes of difference equations were done in [1; 2] for a
discrete half-space case, and more general classes and more complicated conical case was initiated
in [4].
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We consider the second order asymptotically linear system

x′′i = µixi + φ′

1

2

n∑
i=1

ηix
2
i

 ηixi, i = 1, n, (1)

where all ηi are positive (or negative) and regulatory function φ satisfies the following properties:
(P1) φ ∈ C2(I,R), where I = [0,+∞) or I = (−∞; 0];
(P2) φ(0) = 0;
(P3) φ′(0) = 1;
(P4) lim

s→∞
φ′(s) = 0;

(P5) in each finite interval [0; a] (or [−a; 0]) φ′(s) has a finite number of extrema.

Theorem 1. If the following inequality holds

n∏
i=1

µi(µi + ηi) < 0 (2)

then there exist non-zero singular points of the system (1).

The system (1) is considered subject to the periodic boundary conditions

xi(0) = xi(T ), x′i(0) = x′i(T ) i = 1, n. (3)

We investigate for which T > 0 there exist “small” and “large” periodic solutions of the problem
(1), (3).
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The numerical problem of extraction of vector features is a well-known in computer vision or
medical engineering [1] and used to description of different objects, especially in original Big Data
matrix A. First, we have problem of finding important subset fi to identify essential properties
of A. The paper proposes new method of searching a small subset of features. We use variable
threshold ∆L = Lj+1 − Lj with a floating value ∆L for each vector fi to initial division of A.

The approach is concerned with the identification of the most important biomarkers and their
application in cancer recognition [2], [3]. Search features are often difficult to identify because
of data complexity and their redundancy (Amxn, m � n and n < ∞). First, we estimate the
non-uniformity density δLnum(fi) (1) for deep exploration of structure of fi separately

δLnum(fi) =

qIcnum∑
j=1

(kL
N∆L

Nc
) (1)

end find c class coefficient Φc(fi)

Φc(fi) =

v∑
j=1

δLnum(fi), (2)

for calculate indicator of attribute fi:

∆Φc(fi) = |Φc=1(fi)− Φc=2(fi)|. (3)

To separate and find hidden attributes fi we use a special algorithm QTFV of adjustable width
for the quantum intervals for this feature. Finally, this procedure generates a small subset C(Er) of
representative and essential attributes. The content of the subset C(Er) may be varied, depending
on size of the defined target.
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Cancer is cause of specific changes of cells in their biomechanical properties along malignant trans-
formation [1]. Increased deformability cells identifies higher malignancy and metastatic potential
in many different cancers. Mechanics-mathematical model has been derived to define changes of
biomechanical properties of cancer cells. Nowadays nanoindentation and atomic force microscopy
(AFM) are widely used to research biomechanical properties of cancer cells, especially cell elastic-
ity and deformability on micron and submicron scales [2]. One of majority problem AFM using
technologies is choice/design of mathematical model to describe the cells’ changes and to take into
account the structure of real heterogeneous medium, actions of different forces, adhesive and etc.
[3,4] In present work using of linear viscoelastic equation with exponential law of creep, the depen-
dence in which stress is proportional to fractional order derivative of deformation has been obtained
in following form

σ(t) = η(0D
α
t ε(t)), η =

1

AΓ(1 + α)
(1)

where 0D
α
t ε(t) is Riemann-Liouville fractional derivative [3].

Modification of Cricks algorithm and technique of determination of contact point have been
fulfilled. Fractional order model (1) has been used to AFM-probe with different cross-section shape
and bases. Effective elastic modulus has been defined on following obtained formulas [4]:

E =
3P (1− µ2)

4
√
R(0Dα

t h(t))1,5
(2)

E =
P (1− µ2)

2(a 0Dα
t h(t)− a2

2 tg θ arccos ba −
a3

3R +
√
a2 − b2( b

2 tg θ + a2−b2
3R )

(3)

To solve the problem of the interaction of an indenter to erythrocytes cells of cancer patients there
was carried out a numerical model for the real data. Comparative analysis of numerical, analytical
and experimental results has been presented in this work.
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We consider global optimization algorithms derived from the well known DIRECT (DIviding
RECTangles) algorithm [1]. This algorithm involves evaluation of the objective function at the
centers of hyper-rectangles and division of potentially optimal ones. Various modifications of the
DIRECT algorithm have been proposed including different partitions, various sampling strategies,
and balancing of global and local search.

Although most of DIRECT-type algorithms use hyper-rectangular partitions, simplicial parti-
tions (DISIMPL algorithm) [6; 7] have several advantages [8]. Central sampling of the objective
function can be changed to diagonal approach sampling at the endpoints of diagonal [2; 9; 10].
Trisection is usually used to enable reuse of the objective function values at the center or endpoints
of diagonals in descendant subregions. Bisection can ensure better shapes of hyper-rectangles with
smaller variation of sizes in different dimensions than trisection which produces sizes differing by
three times, but a special sampling strategy is necessary to enable reuse of sample points [4].
DIRECT-type algorithms often spend an excessive number of function evaluations exploring subop-
timal local minima and delaying discovery of the global minimum. A significant speed-up may be
achieved for the DIRECT-type algorithms with two-phase technique [5; 9]. Another modification
significantly speeding-up the algorithm is reducing the set of potentially optimal hyper-rectangles [3].
In this talk we overview such modifications and discuss improvements.
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We present direct fast algorithms to implement nth order (n ≥ 2) finite element method (FEM)
on rectangular parallelepipeds [1] for solving a N -dimensional generalized Poisson equation (N ≥ 2)
with the Dirichlet boundary condition. The algorithms are based on the well-known Fourier ap-
proaches. The key new points are the fast direct and inverse algorithms for expansion in eigenvectors
of the 1D eigenvalue problems for the high order FEM utilizing several versions of the discrete fast
Fourier transform (FFT). This solves the old known problem, see [2, p. 271], and makes the full
algorithms logarithmically optimal with respect to the number of elements as in the case of the
bilinear elements (n = 1) or standard finite-difference schemes. The algorithms are fast in practice
(faster than the theoretical expectations) and demonstrate only a mild growth in n starting from
the standard case n = 1. For example, in the 9th order case, the 2D FEM system for 220 elements
containing almost 85 ·106 unknowns and the 3D FEM system for 218 elements containing more than
190 · 106 unknowns are solved respectively in less than 2 and 15 min on an ordinary laptop using
Matlab R2016a code. See [3] for more details. The algorithms are also highly parallelizable.

They can further serve for a variety of applications including general 2nd order elliptic equations
(as preconditioners), for the N -dimensional heat, wave or time-dependent Schrödinger PDEs, etc.
They can be applied for some non-rectangular domains, in particular, by using meshes topologically
equivalent to rectangular ones. Other standard boundary conditions can be covered as well, see
a brief description in [4]. Moreover, the Fourier structure of algorithms is especially valuable for
solving some wave and nuclear physics problems, in particular, in 2D and 3D unbounded domains
involving transparent boundary conditions, e.g., see [2; 5; 6], whence our own interest arose.

Results of numerical experiments for N = 2 and 3 are presented in detail; all of them include the
standard case n = 1 for comparison.
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Čiegis R., 9, 64, 69
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Jankevičiūtė G., 69
Janno J., 23
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Meška L., 43
Mincevič A., 44
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Romanova N., 77

Sadyrbaev F., 19, 58
Sapagovas M., 22
Sergejeva N., 59
Shah G. W., 49
Shishkin G., 60
Shishkina L., 61
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